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FORWORD

Revision 1 to this document includes a new section titled, "JPL Incident/Surprise/Anomaly (ISA) Guidelines and Procedures" as part 2.

The need for this revision was established to provide guidelines and procedures for covering ISA (discrepancy Report and Failure Reports) used during operations for addressing post launch activities.

NOTE:   It is emphasized that both the Problem/Failure Reporting (part-1) and the         Incident Surprise Anomaly Resolution (Part-2) guidelines and procedure sections are included in this JPL D-8091; Rev. 1 document. 
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Part 1

1. INTRODUCTION

This document is one in a series of the Office of Engineering and Mission Assurance (OEMA) standards for tailoring Reliability Assurance (RA) activities, as defined in JPL D-8671, JPL Standard for Reliability Assurance. 

1.1 Purpose.

The purpose of this document is to define the guidelines and procedures for an effective problem/failure reporting system.  To be effective, the system must ensure that every problem or failure is reported in a timely manner, and that the corrective action will preclude the recurrence of the problem/failure.  The system should also ensure that for those special cases in which effective corrective action has not been fully implemented, the residual risk is identified and is acceptable to Project/Task managers.

1.2 Scope and Applicability.

This document applies to all JPL Projects and Tasks, including partners and contractors, and covers all problems and failures that occur during test, integration, and pre-launch operations.

1.3 Tailoring of Guidelines.
This document presents the recommended minimum guidelines for an effective problem/failure reporting system.   These guidelines are amenable to tailoring for any given project/task by joint agreement between the Flight System/Instrument Manager and the representative from the JPL Office of Engineering and Mission Assurance (OEMA).  After preparation by the OEMA representative, and upon approval by the Flight System/Instrument Manager, the tailored guidelines will become the Problem/Failure Reporting System, Requirements and Procedures document for the given flight project/task.

2. APPLICABLE DOCUMENTS

The documents listed below apply to this standards document.  For a project Problem/Failure Reporting System requirements document, this document (JPL D-8091) may be substituted for JPL D-8671, and the applicable project documents for Reliability Assurance, System Safety, Change Control and Configuration Management should be referenced.

2.1 
JPL Documents.
D-8671

JPL Standard for Reliability Assurance

D-560


JPL Standard for Flight Systems Safety

D-11119

Alert/Concerns Handbook

2.2 
NASA Documents.

LLIS


NASA Lessons Learned Information System

3. GUIDELINES

3.1 
General Objectives.
Assembly, integration, testing, and operation of EM and flight hardware, firmware, and software will be supported by a comprehensive problem/failure reporting system which should assure the following: (a) complete coverage of reportable incidents; (b) timeliness, completeness, and depth of reporting; (c) adequacy, completeness, and depth of analysis; (d) adequacy and verification of corrective action; (e) completeness of close out report documentation; (f) assignment of P/FR risk ratings; and (g) assessment of P/FRs with significant residual mission risk (Red Flag P/FRs).

3.2 
Problem/Failure Reporting System.
As described below and shown in Table 1, a two-tier reporting system is available at JPL to report problems and failures.  The applicable tier to be utilized at any given time will depend on the project/task life cycle and the options selected by project/task management.  For activities at JPL, or directly under JPL cognizance, two similar types of problem/failure reports are available for use on the two tiers.  These reports, described below, will be processed by the Problem/Failure Operations Center (PFOC) of the JPL Safety and Mission Assurance Information Systems Office.

3.2.1 
JPL Problem Log Reports.  

Each project/task element should maintain a Problem Log Report system to record, report, and track problems and failures experienced during the test and operation of its equipment.  The available on-line report form is shown in Figure A1.  The starting point for Problem Log reporting, and the associated review/approval process should be in accordance with the recommended guidelines herein.

3.2.2 JPL P/FRs.  

Unless determined otherwise by project/task management, reporting of problems and failures for their visibility should be implemented with the JPL P/FR system, using the form shown in Figure A2.  A JPL P/FR may be directly initiated, or may be initiated by the conversion of a Problem Log Report to a P/FR.  The starting point for the use of the JPL P/FR, the criteria for conversion of a JPL Problem Log Report to a JPL P/FR, and the associated review/approval process for a JPL P/FR should be in accordance with the guidelines herein.

3.3 
Problem/Failure Reporting Guidelines.

The types of equipment and incidents covered by the problem/failure reporting system, as well as the starting point for each of the two tier types of reports, is described below and summarized in Table 1.  These guidelines are amenable to tailoring by joint agreement between the OEMA representative and the System/Instrument Manager.  However, STS related safety hazards should always result in the initiation of a JPL P/FR whenever they occur.

3.3.1 Equipment Covered by Reporting.  

The equipment items listed below should be covered by the problem/failure reporting system, for incidents listed in paragraph 3.3.2, starting at the point defined in paragraph 3.3.3.

a)
EM and Flight-type hardware and firmware assigned for potential flight use or for flight design qualification.  (See Appendix C for the definition of flight-type hardware.).

b)
Flight software.

c)
Electrical or mechanical support equipment or test equipment, and any facility equipment used in the testing or processing of flight-type hardware.  (See Appendix C for definition of facility equipment.)

d)
Test software used in the testing of flight-type hardware (except science data analysis software).

3.3.2 Incidents Covered by Reporting.  

All incidents defined below should result in the initiation of a problem/failure report, starting at the period defined in paragraph 3.3.3.

a)
Any problem, failure, out-of specification performance, anomaly, adverse trend, or unexpected result encountered during test or operation of flight-type hardware.

b)
Any problem, failure, or out-of-specification performance encountered during test or operation of support equipment or test equipment.

c)
Any problem, failure, error, or ambiguity noted during the test or use of flight software or test software.

d)
Any problem, failure, or damage induced by a test procedure deficiency, or by operator error.

e)
Any damage or potential damage to flight-type hardware or support equipment caused by facilities equipment or personnel.

f)
Any actual or potential damage resulting from an incident where unauthorized individuals have had access to flight-type hardware, either directly or via connected support equipment.

g)
Any actual or potential personnel safety hazard encountered in any ground test or operations, including (if applicable) potential hazards to STS Space Shuttle equipment or personnel.

Table 1 Problem/Failure Reporting Guidelines for Project Equipment
TASK
PROBLEM LOG REPORT
P/FR





EM/FLIGHT Electronic Hardware
First application of power at board level
For Flight Hardware, no later than start of System Integration and Test



EM/FLIGHT Mechincal Hardware
First Functional Test
For Flight Hardware, no later than start of System Integration and Test



Flight Parts (from flight certified lot)
N/A
Any part failure from a certified flight lot



Flight Software
When tested with EM or Flight Hardware
Upon formal delivery to System Test for Acceptance



Support Equipment, Test Equipment, and Test Software
Start of acceptance test of support or test equipment, or test software


Upon formal delivery to project/task

Facilities Equipment
Upon checkout prior to use with flight-type hardware, or during use with flight-type hardware


No later than start of System Integration and Test

Equipment Damage and/or Personnel Safety
Any potentially hazardous incident
Any potentially hazardous incident which may affect JPL critical items, the STS and/or any personnel

NOTE: The starting point for problem/failure reporting is amenable to tailoring, to the extent defined in paragraph 3.3.3, below.

3.3.3 Reporting Starting Point.  

The starting point for initiation of Problem Log Reports and JPL P/FRs should be at the earliest feasible time in the test or operations phase, and should be in accordance with the recommended minimum guidelines given below.  The starting point for such reporting is amenable to tailoring, except for STS related safety hazards.  For non-critical payloads, such tailoring may include the decision to use only the JPL Problem Log Report system throughout the life cycle of the project/task.  Tailoring should be by agreement between the OEMA representative and the Flight System/ Instrument Manager.

a)
EM/Flight-type hardware.  JPL Problem Log Reports should be initiated for problems and failures starting at the first application of power at the lowest level of assembly (board level) for electronic hardware, or at the first functional test of mechanical hardware.  JPL P/FRs should be initiated for problems or failures of such equipment, starting no later than the beginning Flight System Integration and Test.

b)
Flight Parts.  A JPL Problem Log Report should be initiated for the failure or degradation, beyond specification limits, of any previously accepted part from a flight certified lot, starting at  the first application of power to such a part.  A JPL P/FR should be initiated for the failure or degradation a flight part, starting no later than the beginning of System Integration and Test.

 c)
Flight Software.  A JPL Problem Log Report should be initiated for a problem or failure associated with flight software, starting at the beginning of formal acceptance testing of the flight software.

d)
Support and test equipment, and test software.  A JPL Problem Log Report should be initiated for a problem or failure associated with support or test equipment, or test software, starting at the beginning of acceptance test of such equipment.  A JPL P/FR should be initiated for such a problem or failure, starting no later than at delivery of the equipment to the project/task for System Integration and Test.

e)
Facilities equipment.  A JPL Problem Log Report should be initiated for any problem or failure of facility equipment that occurs during checkout of the facility prior to use with flight-type equipment, or during use with flight-type equipment.  A JPL P/FR should be initiated for any problem or failure of facility equipment during checkout for use, or use with flight-type equipment, starting no later than at the beginning of System Integration and Test.

f)
Equipment and personnel hazards.  A JPL Problem Log Report should be initiated for any problem or failure that represents an actual or potential hazard to a non-critical item of JPL equipment.  A JPL P/FR should be initiated for any such incident that represents an actual or potential hazard to a critical item of JPL equipment, to STS equipment, or to any personnel.  (See Appendix C for definition of JPL critical items.)

3.3.4 Timeliness of Reporting.  

All reportable incidents should be documented immediately.  Within one working day, the report should be released to the JPL PFOC.  This release should be made without delay, regardless of the apparent significance of the incident, the existence of possible explanations, or the fact that the incident may be a repeat of a similar incident reported previously.

3.3.5 Responsibility for Reporting.  

The individual in charge of the activity at the time the reportable incident occurs has the primary responsibility for ensuring that a problem/failure report is initiated.  However, any individual who observes a reportable incident has the responsibility to ensure that a report is initiated.

3.3.6 Analysis Guidelines.  

Analyses should be conducted to determine the failure cause, to assess the effects of the incident on the equipment (including interfacing equipment), and to determine the corrective action.  The proposed corrective action should be analyzed to assure that the implementation addresses the problem, and that consideration has been given to interactions with other elements of the assembly, subsystem, instrument, or system.

a)
Flight-type hardware analyses.  The following analyses should be conducted for problems or failures of flight-type hardware:

(1)
Stress analyses.  Electrical, mechanical, and/or other applicable stress analyses should be conducted to assess the effect of the problem/failure on affected elements of the involved equipment, and on elements of other equipment with which it interfaces.

(2)
Part failure analyses.  Any part from a flight certified flight lot that fails or degrades beyond specification limits should be subjected to a part failure analysis, unless it is  known with certainty that the failure was induced by human error, improper installation, or other external cause.

b)
Non flight-type hardware analyses.  Analyses of the problem/failure cause and corrective action for incidents involving non flight-type hardware need be conducted only to the extent necessary to isolate the cause to the equipment level, determine if there was stress of the flight-type hardware, and verify that the problem/failure will not recur.  Particular attention should be focused on those problem/failures which, if they were to recur, might result in injury to personnel or damage to project/task equipment.

3.3.7 Corrective Action Guidelines.

Effective corrective action is defined as those actions taken to prevent recurrence of the problem/failure, including the fixing of secondary effects, such as potentially overstressed parts.  Effective corrective action is a two step process as shown below:

a)
Corrective action.  Any required corrective action should be implemented without delay, consistent with the change control requirements of the project/task.  Any change in the design, processes, or procedures should be documented in accordance with the configuration management requirements of the specific project/task.

b)
Verification of corrective action.  The primary method of verifying the effectiveness of  corrective action should be by a successful repeat of the test or operation under the planned conditions that existed when the problem/failure originally occurred.  For those special cases where it is not feasible to repeat the original test or operation and/or conditions, suitable analyses and special tests should be conducted to mitigate the risk.  The OEMA representative will make the determination of the residual risk in such special cases. 

3.4 Risk Assessment of P/FRs.
Failure Effect and Failure Cause/Corrective Action Rating.  When required by the applicable review/approval or appraisal process, each problem/failure report should be assigned a two-factored rating as defined below and shown in Table 2.  The OEMA representative will make the final determination of these ratings.

a)
Failure Effect Rating.  The Failure Effect rating is an assessment of the consequences of the problem/failure if it had occurred in flight.  It is not an assessment of the adequacy of the corrective action.  Redundancy is not to be considered when making this assessment.  The assessment will result in the assignment of a number (1, 2, or 3), based on the criteria listed below, which should be applied in the most reasonably conservative fashion:

Rating = 1: Negligible effect on instrument or spacecraft performance, as itemized, below:

(a)
Negligible degradation of required functional capability of instrument or spacecraft.

(b)
Minor degradation of engineering or science telemetry.

(c)   
Negligible increase in operational difficulties or constraints.

(d)   
Negligible reduction in lifetime.

(e)  
 Support, test, or facility equipment problem/failure.*

(f)   
Support, test, or facility operator induced problem/failure.*

(g)   
Workmanship failure found at first scheduled test opportunity.*

(h)
Problem/failure could not occur in flight.*

* Rating of “1” for items e through h applies only if applicable corrective action of flight-type hardware has been implemented and there is no residual stress of flight-type hardware.

Rating = 2: Significant degradation of instrument or spacecraft performance, as itemized below:

(a)   
Significant degradation of functional capability of instrument or spacecraft.

(b)   
Significant degradation of engineering or science telemetry.

(c)   
Significant increase in operational difficulties or constraints.

(d)
Appreciable reduction in lifetime.

Rating = 3: Major degradation or total loss of functional capability of instrument or spacecraft.

Table 2.  Failure Effect and Failure Cause/Corrective Action Ratings 

[image: image1.wmf]Failure Effect Rating 

(excluding redundancy)

Failure Cause/Corrective Action Rating

Negligible

1

1

Failure Effect

Rating

Rating

Failure Cause/Corrective Action

Known Cause/Certain Corrective Action 

No known residual adverse effect, and 

no known possibility of recurrence

2

Unknown Cause/Certain Corrective Action 

No known residual adverse effect, and 

no known possibility of recurrence

Significant

Major or 

Catastrophic

2

3

3

Known Cause/Uncertain Corrective Action 

Some known residual adverse effect, and/or 

some known possibility of recurrence

4

Unknown Cause/Uncertain Corrective Action 

Some known residual adverse effect, and/or 

some known possibility of recurrence

Red Flag PFR


b)
Failure Cause/Corrective Action Rating.  The Failure Cause/Corrective Action Rating is an assessment of the certainty that the cause of the problem/failure has been determined, and that the corrective action will eliminate any known possibility of recurrence of the problem/failure in subsequent ground test and operations, or in flight.  It must be determined if the corrective action has fixed adverse secondary effects of the original problem/failure, such as overstress.  It also must be determined if the corrective action has been documented and implemented.  Finally, it must be determined if the corrective action was verified by a successful retest under the planned conditions that existed at the time of the original problem/ failure (see paragraph 3.3.7).  The assessment will result in the assignment of a numeric rating (1, 2, 3, or 4), based on the following criteria:

Rating = 1. Based on analysis, corrective action, and verification of the corrective action, it has been concluded that the cause of the problem/failure is known with certainty, and that an effective corrective action has been defined.  It was determined that the corrective action, including the fixing of secondary effects, has been implemented, documented, and verified by test or other demonstration.  There are no known residual adverse effects, and no known possibility of recurrence of the problem/failure in subsequent ground test and operations, or in flight.

Rating = 2. The specific cause of the problem/failure could not be determined with certainty, either because the problem/failure occurred only once and could not be repeated in numerous attempts, or because no single credible cause could be isolated from a limited number of candidate causes.  Based on analysis and/or special testing, it has been concluded that no corrective action is required for the non-repeating case, or that effective corrective action has been determined for the multiple-cause case.  Required corrective action, including the fixing of secondary effects, has been implemented, documented, and verified by test or other demonstration. There are no known residual adverse effects, and no known possibility of recurrence of the problem/failure in subsequent ground test and operations, or in flight.

Rating = 3. Based on analysis, corrective action, and verification of the corrective action, it has been concluded that the cause of the problem/failure is known with certainty.  However, complete corrective action, including the fixing of secondary effects, has not been implemented and documented, or has not been adequately verified by test or other demonstration.  Known residual adverse effects have not been fixed and/or there is some known possibility of recurrence of the problem/failure during subsequent ground test and operations, and/or in flight.

Rating = 4. The cause of the problem/failure could not be identified; therefore, effective corrective action could not be determined and verified.  There is some possibility of residual adverse effects, and/or some known possibility of recurrence of the problem/failure during subsequent ground test and operations, and/or in flight.

3.4.1 Red Flag P/FR.  

As indicated in Table 2, any P/FR with a potentially significant or major failure effect (Failure Effect Rating of 2 or 3), coupled with uncertain corrective action effectiveness (Failure Cause/Corrective Action Rating of 3 or 4), is defined as a Red Flag P/FR.  Any open problem/failure report with a preliminary rating which meets the Red Flag P/FR criteria is defined as a potential Red Flag P/FR.  The following guidelines apply to P/FRs that meet the Red Flag rating criteria:

a)   Red Flag P/FR Summary.  Each Red Flag P/FR should have an attached Red Flag P/FR 

Summary form (Figure A3) that summarizes the problem/failure symptom and cause, the potential impact on the instrument or mission and/or on safety, the corrective and preventive actions implemented, the residual risk involved, and the rationale for accepting the risk.  A preliminary version of the Red Flag P/FR Summary form should be prepared as soon as a problem/failure report has been rated and identified as a potential Red Flag issue.

b)   Project/Task Manager Approval.  The JPL Project/Task Manager should approve and sign each Red Flag P/FR Summary form to acknowledge acceptance of the identified risk associated with the problem/failure.  As applicable, the Non-JPL Instrument Project/Task Manager, JPL partner Project/Task Manager, or the Contractor Project/Task Manager should also approve and sign the Red Flag P/FR Summary form.

3.4.2 Safety Rating and Assessment

a)
Safety rating.  Each problem/failure report should be reviewed to determine if there is any  potential adverse effect on the safety of personnel or project/task equipment as a result of the observed problem/failure.  A safety rating of either an “S” (safety issue) or an “N” (no safety issue) should then be assigned to the problem/failure report; however, only the System Safety Engineer will be authorized to assign an “N” rating.  On the problem/failure report form the default entry for the Safety Rating should be a blank, indicating that the safety rating assignment has not been completed.  Those problem/failure reports with an assigned “S” rating will require the performance of a safety risk assessment by the System Safety Engineer.

b)
STS Payloads Safety and Criticality Ratings.  For those payloads launched on the STS Space Shuttle, each problem/failure report on JPL equipment must be evaluated in terms of the potential effect on STS personnel and/or hardware, as defined below.

(1)
JPL P/FR Safety Rating.  The existence of any potential STS hazard will result in placing  a problem/failure report into the “S” category for review and performance of a safety risk assessment by the System Safety Engineer. 

(2)
STS Criticality Rating.  STS criticality ratings will be required for problem/failure reports on JPL Project/Task equipment that will be launched on or from the Space Shuttle.  All problem/failure reports on such equipment must be reviewed by the System Safety Engineer; and, as applicable, an STS Criticality Rating assigned in accordance with the definitions in Table 3.

TABLE 3 STS CRITICALITY RATING

Criticality
Failure Type and Potential Effect

200.1a - Critical
Critical hazards shall be controlled such that no single failure or operator error can result in damage to STS equipment, a nondisabling personnel injury, or the use of unscheduled safing procedures that affect operations of the Orbiter or another payload.



200.1b - Catastrophic
Catastrophic hazards shall be controlled such that no combination of two failures or operator errors can result in the potential for a disabling or fatal personnel injury or loss of the Orbiter, ground facilities or STS equipment.




3.4.3 Lessons Learned and Alert/Concern Assessment. 
As required by the review/approval or appraisal process, each closed P/FR should be reviewed to determine if it meets the criteria for identification as a Lessons Learned issue (see NASA LLIS document), and/or the criteria for a JPL Alert/Concern issue in accordance with JPL D-11119.  If either or both of the criteria are satisfied, the form shown in Figure A4 should be prepared and submitted to the appropriate agencies, via the JPL PFOC.

3.4.4 Mission Criticality Assessment and Rating.  
As part of the closure process, each problem/failure report should be assessed by the OEMA representative to determine if the problem/failure incident represents a Mission Critical Failure. Based on this assessment, the problem/failure report should be assigned a Mission Critical Failure rating of Yes (Y), or No (N)  (see Figure A1).  On the problem/failure report form, the default condition for this entry should be a blank, indicating that the OEMA representative has not made this assessment.  For each Project/ Task, there should be a pre-defined set of criteria for making this determination.  The factors which typically would influence this rating are the following:

a)
Red Flag rating (see Paragraph 3.4.1).

b)
Residual safety hazard (see Paragraph 3.4.2).

c)
Any other potential threat to the successful launch and execution of the flight mission.

3.4.5 Preliminary Rating of Open P/FRs  
Any P/FR that should be assigned ratings, and which has been open for more than sixty (60) working days without assigned ratings, should be reviewed by the OEMA representative.  A preliminary set of ratings should be assigned in accordance with paragraphs 3.4.  For P/FRs which have been converted from Problem Log Reports, the assignment of preliminary rating should be within 10-days after conversion from a Problem Log Report to a P/FR.

3.5 Problem/Failure Reports Review, Approval, and Closure.

The review, approval, and closure procedure for problem/failure reports should be structured to be timely and effective in reducing the residual risk to a level acceptable to the specific Project/Task. Maximum utilization should be made of a periodic (e.g. weekly) status/working meeting of a Problem Review Team, with attendance by all involved personnel, including the OEMA representative, or delegate, and project/task specialists, as applicable.

The review/approval/closure process should consider the following issues:

a)
The analysis should address the problem.

b)
The analysis should address the effect on other equipment or personnel.

c)
The corrective action should address the analysis and the problem.

d)
The corrective action should have been approved, documented, and implemented.

e)
Redesigned and/or reworked equipment should have successfully passed the scheduled event under the planned conditions that existed at the time the original problem/failure occurred.

f)
The risk should have been assessed, documented, and accepted.

3.5.1 Review, Approval and Closure of JPL Problem Log Reports.

The procedure for the review, approval, and closure of Problem Log Reports should be determined by the applicable PEM, with concurrence by the OEMA representative.  The outline of a suggested procedure is given in Paragraph 4.1. One of the objectives of the periodic working/status meeting of the Problem Review Team should be that of determining which of the Problem Log Reports will result in the initiation of a JPL P/FR (see paragraph 3.5.2, following).

3.5.2 Conversion of a JPL Problem Log Report to a JPL P/FR. 
At the periodic Problem Review Team meeting, each Problem Log Report should be reviewed to determine if it should be converted to a JPL P/FR.  The conversion to a JPL P/FR should be made if any of the following criteria apply:

a)
The understanding of the cause of the problem/failure, and the associated corrective action, would not meet the criteria of paragraph 3.4.1 for a Failure Cause/Corrective Action Rating of “1”.  That is, to remain in the category of a Problem Log Report, the Problem Review Team must conclude that the following condition applies:

Based on analysis, corrective action, and verification of corrective action, it has been concluded that the cause of the problem/failure is known with certainty, and that an effective corrective action has been identified.  It has been determined that the corrective action, including the fixing of secondary effects (such as overstress), was implemented, documented, and verified by test or other demonstration.  It has been concluded that there are no known residual adverse effects, and no known possibility of recurrence of the problem or failure in subsequent ground test and operation, or in flight.

b)
The Problem Log item has a potential safety impact, as determined by the criteria established by the JPL Systems Safety Office.

c)
A member of the approval team (Cognizant Engineer or PEM), or the OEMA representative,  concludes that the conversion to a JPL P/FR is appropriate for reasons other than those cited immediately above.

3.5.3 Review, Approval and Closure of JPL P/FRs.  
The procedure for the review, approval, and closure of JPL P/FRs should be determined by the OEMA representative, with the concurrence of the Flight System/Instrument Manager.  The outline of a suggested procedure is given in paragraph 4.2.

3.6 JPL Supplier Problem/Failure Reporting Systems

These requirements apply to all non JPL organizations who provide hardware or software to support a JPL Project.  Problem/failure reporting requirements for suppliers of equipment on JPL projects/tasks should be in accordance with the guidelines stated below.  The OEMA representative should review the existing problem/failure reporting system of the supplier.  As determined by this review, and with the concurrence of the Flight System/Instrument Manager, the requirements to be imposed on the supplier should be specified in the contract statement of work, or equivalent agreements document and should be in accordance with the guidelines below.

3.6.1 Reporting Guidelines.  

All JPL Suppliers should provide frequent reports (monthly) which” (1) describes all Red Flag P/FRs, and (2) lists all problem/failures where there is uncertainty in the corrective action.

3.6.2 Submittal Guidelines.  

The supplier should submit a preliminary version of any problem/failure report to the JPL PFOC within two (2) working days of the discovery of the problem/ failure. The supplier-closed version of the report should be submitted to JPL within two (2) working days of closure.  Submittals should be made electronically via the JPL PFOC network, if feasible.  Otherwise, a hardcopy version of the supplier problem/failure report form should be submitted to the JPL PFOC.

3.6.3 Red Flag P/FR

A problem/failure report with a Red Flag Rating will require a Red Flag P/FR Summary form signed by the supplier Project/Task Manager, and subsequently by the JPL Project/Task Manager

3.6.4 JPL Review Guidelines.  

Should the Project/Task require that JPL review the suppliers problem/failure reports, it should be in accordance with paragraph 4.3.

4. 
PROCEDURES

4.1 
Problem Log Reports. 

4.1.1 General. 

The JPL Problem Log Report form shown in Figure A1.  This form can be tailored, to some degree, to the needs of specific users.  Utilization of this form and other capabilities of the PFOC electronic on-line Problem/Failure Anomaly System network should be initiated by contacting the customer representative in the PFOC.  The PEM and the OEMA representative should contact the PFOC representative early in the project/task life cycle to establish the procedures for subsequent processing and distribution of Problem Log Reports, JPL P/FRs, and supplier problem/failure reports.  

4.1.2 Origination.  

Upon observing a reportable incident, the originator should initiate a Problem Log Report in the JPL PFOC electronic system.  The originator completely fills out the initial input section, through and including the DESCRIPTION section.  

4.1.3 Submittal

After completion of the above, the originator saves the input in the automated system.  This input should be made within one working day of observation of the problem/failure.

4.1.4 Initial Distribution.  

Distribution to the list provided by the PEM will be made immediately by the JPL PFOC automated system.

4.1.5 Verification and Corrective Action.  

The Cognizant Engineer, or designee, enters into/onto the Problem Log Form the information pertaining to the analysis, corrective action, and verification of corrective action that was performed.  The Problem Log Report form should be filled out so that it is self-explanatory and self-sufficient. 

4.1.6 Review and Approval.  
The requirements for review of Problem Log Reports will be established by the PEM, with concurrence of the OEMA representative.  A typical review/ approval process is shown in Figure 1.  A key aspect of this process should be the periodic meeting of a Problem Review Team. Signature closure approval for a Problem Log Report should include the individuals listed below.  

a)
The Cognizant Engineer


b)
The PEM.

Figure 1 JPL Problem Log Report Review/Approval, Typical Flow Diagram
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4.1.7 Conversion of a JPL Problem Log Report to a JPL P/FR. 
The review process should include a decision point where it is determined whether or not the Problem Log Report should become a JPL P/FR.  This decision will be facilitated by the prior active participation of the OEMA representative, or delegate, in the review process.  The decision to convert to a JPL P/FR should be input immediately to the JPL PFOC in accordance with previously established procedures.

The OEMA representative should concur in the decision to close a Problem Log Report without conversion to a JPL P/FR.

4.1.8 Final Distribution.  
Upon completion of all approval signatures, distribution of the closed Problem Log Report will be made immediately on the automated system

4.2 JPL P/FRs.

4.2.1 General.  
This section is applicable to JPL P/FRs written for those problem/ failures occurring during activities directly under the cognizance of JPL.  This section would also apply to any  supplier, partner, or contractor that used the JPL P/FR form and reporting system.

Detailed instructions for entering data on JPL form # 1846 (Figure A2) via the JPL automated system can be found in the on-line users guide; or the PFOC customer representative may be contacted for assistance.

Inputs to the JPL automated electronic P/FR system may be subject to review by the responsible test or operations manager (such as the ATLO Manager) prior to actual submittal into the automated system.  This review should be limited to that of ensuring the technical accuracy of the input, and must not be used as a screen to impede or prevent any given input.

4.2.2 Origination.  

Upon observing a reportable incident, the originator should initiate a P/FR in the JPL automated electronic reporting system (Figure A2). The originator completely fills out the initial input section, through and including the DESCRIPTION section.  If two or more subsystems are involved, the Spacecraft/ Instrument System Engineer should be designated as the Cognizant Engineer.

4.2.3 Submittal.  
After completion of the above, the originator saves the input in the automated system. This input should be made within one working day of observation of the problem/failure.

4.2.4 Initial Distribution of P/FR.  

The initial distribution will be made immediately by the JPL PFOC automated system to the list previously supplied by the OEMA representative.

4.2.5 Verification and Corrective Action.  

The Cognizant Engineer, or designee, enters into/onto the P/FR form the information pertaining to the analysis, corrective action, and verification of corrective action which was performed.  The Cognizant Engineer may update the original entry in the Origination Section of the form, to correct or elaborate upon the observation and preliminary conclusions.

The P/FR should be filled out such that it is self-explanatory and self-sufficient.  Supporting data and documentation should be referenced and/or attached, as follows:

a)
Analysis and test results should be referenced and a copy attached prior to closure of the P/FR.

b)
If a piece-part is the known or reasonably likely cause of the observed symptoms, a formal part failure analysis should be performed.  The resulting Parts Failure Analysis Report should be referenced and a copy attached prior to closure of the P/FR.

c)
Engineering Change Requirements (ECR), Engineering Waivers, or other applicable documents (including applicable revision), should be referenced in the P/FR but need not be attached.  It should be verified that such documents have been approved and/or revised (as applicable) prior to closure of the P/FR.

4.2.6 Review, Approval, and Closure.  
A typical flow for JPL P/FRs in the review, approval, and closure process is shown in Figure 2.  The review participants and associated activities are as described below.  The actual review and approval signature requirements for a given project/task will be determined jointly by the OEMA representative and the Flight System/Instrument Manager, and will be conveyed to the JPL PFOC user representative.

a)
The OEMA representative or delegate will accomplish the tasks listed below: 

(1)
Make a classification of the P/FR Failure Effect and Failure Cause/Corrective Action Ratings (paragraph 3.4) and Safety Rating (paragraph 3.4.2); and assign a Cause Code (Appendix B).

(2)
Determine if there is a Lessons Learned and/or an Alert/Concern issue and notify the OEMA representative, or delegate, if an issue exists.

(3)
For P/FRs with issues pertaining to environmental requirements or environmental testing, obtain the review and closure concurrence of the Environmental Reliability Engineer.

(4)
For Red Flag P/FRs, prepare a Red Flag Summary form.

(5)
For P/FRs with Lessons Learned and/or Alert/Concern issues, prepare the appropriate form(s).

b)
The PEM will approve and sign all P/FRs.

c)
The OEMA representative will approve and sign all P/FRs.

d)
The Flight System/Instrument Manager will approve and sign all System Test and Integration P/FRs, and will  concur with the closure and sign all Red Flag  P/FRs.

e)
The Project/Task Manager will approve and sign the Red Flag Summary form for all Red Flag P/FRs.

4.2.7 Final Distribution.  
Upon completion of all approval signatures, final distribution of the closed JPL P/FR will be made immediately on the automated electronic system.

Figure 2.  JPL P/FR Review/Approval, Typical Flow Diagram.
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4.3 JPL Supplier Problem/Failure Reports, Review/Approval or Appraisal.
If the Project/Task requires that JPL will review problem/failure reports received from JPL suppliers, they will typically follow a flow such as that shown in Figure 2.  The process may be one of serial review/approval or review/appraisal, as defined below.  The specific flow to be followed, and the type of review process (approval or appraisal), will be determined jointly by the OEMA representative and the Flight System/Instrument Manager.  In general, the criterion for making this determination will be whether or not the supplier has an internal review/approval process equivalent to that utilized by JPL for JPL P/FRs.

4.3.1 Review/Approval.

The review/approval process is one of JPL approval of the supplier’s closure of the problem/failure report, similar in concept to the process for JPL P/FRs, with the same approval criteria, as defined in paragraph 4.2.6.

An important task associated with the serial review/approval process is that of performing the risk assessment of the supplierís problem/failure report in accordance with paragraph 3.4. 

Significant issues identified during the review/appraisal process can be resolved by agreement between the OEMA representative and the Flight System/Instrument Manager.  However, Red Flag P/FRs can be approved and closed only by the Project/Task Manager.  Thus, for the review/appraisal process, the only signature approval that could result would be that of the Project/Task Manager for a Red Flag problem/failure report Summary form.  Such a Red Flag problem/failure report could result from the initial rating by the supplier, or as a conclusion from the JPL review/ appraisal action.

APPENDIX A:  FORMS

Figure A1.  JPL PFOC Problem Log Form.

Figure A2.
JPL P/FR Form #1846 -- Automated System Version

Figure A3.  Red Flag P/FR Summary Form.

Figure A4.  Lessons Learned and/or Alert/Concern P/FR Summary Form.

APPENDIX B  CAUSE CODES

APPENDIX C  ABBREVIATIONS AND ACRONYMS

Figure A1. JPL PFOC Problem Log Form
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Figure A1. JPL PFOC Problem Log Form (Continued)
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Figure A2.  JPL P/FR Form #1846 -- Automated System Version
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Figure A2.  JPL P/FR Form #1846 -- Automated System Version (Continued)
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Figure A3.  Red Flag P/FR Summary
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Figure A4.  Lessons Learned and/or Alert/Concern P/FR Summary Form
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APPENDIX B

CAUSE CODES

B.1
PURPOSE AND SCOPE

All PFRs are classified with regard to the “cause” of the incident to provide for a coded correlation of incidents with similar cause factor.

B.2
CAUSE CODING SYSTEM

The following criteria and notations shall be used to indicate the selected cause in the “Verification” Section of PFR Form 1846.

The notated cause shall be the single factor considered to be the primary cause of the incident; combinations of factors, or secondary factors are difficult to notate and track in the cause analyses.  Combinations of possible causes are, in reality, an “unknown” and should be rated accordingly.

B.2.1
“Design” Category


D-1
Specification (identify actual specification and equipment level) or drawing.


D-2
Packaging or mounting.


D-3
Producibility - (any deficiency in defining how to fabricate / assemble, to inspect, or to test)


D-4
Functional concept or application.


D-5
Misapplication of parts or materials.


D-6
Tolerance call-out.


D-7
Wear-out.

B.2.2
“Software” Category


C-1
Requirements.


C-2
Design.


C-3
Program Code.


C-4
Program Data (Parameters).


C-5
Test Operation Error.


C-6
Test Procedure.


C-7
Documentation Error (Software or User’s Guide Documentation)

B.2.3
“Workmanship” Category

For problem/failure, or damage, occurred during fabrication, assembly, rework, testing, or inspection.


W-1
Fabrication or Assembly of kitting errors.


W-2
Repair.


W-3
Retrofit.


W-4
Inspection station.


W-5
Testing.

B.2.4
“Piece Part Failure” Category

For problem/failure where part or material fault is primary cause, inclusive of defects, or believed to have originated prior to fabrication/assembly of hardware.


P-1
Part or material fault (specific failure mode known).


P-2
Part or material fault (specific failure mode unknown).


P-3
Part fault confirmed by formal part failure analysis to be ESD event related.

B.2.5
“Manufacturing” Category

Where tooling design, machines, processes, production drawings, shop planning, or manufacturing paper were deficient or the principle cause.


M-1
Tooling and machines.


M-2
Production drawing or specification


M-3
Production processes.


M-4
Fabrication flow/planning.

B.2.6
“Support Equipment” Category

For notation of P/FRs where the problem/failure resulted, or is believed to have resulted from a problem / failure in the involved SE:  Inclusive of Bench Checkout Equipment (BCE), System Test Equipment (STE), Launch Complex Equipment (LCE), bench, environmental, and other items:


S-1
Bench check-out equipment.


S-2
Environmental test equipment (or test jigs/fixtures).


S-3
Operational support equipment (includes STE, LCE, and special).


S-4
Software.


S-5
Commercial off the shelf equipment.

B.2.7
“Damage - (Mishandling)” Category

For incidents during in-transit, handling or storage; not including fabrication, assembly, or rework activities.


H-1
In-plant unforeseen event.


H-2
In-transit unforeseen event.


H-3
Storage unforeseen event.

B.2.8
“Test Error” Category

For test or manufacturing check-out operations.


T-1
Operator Error.


T-2
Equipment Failure.


T-3
Procedure Fault.

B.2.9
“Adjustment” Category

Problem / failure, on test interruption to allow adjustment of an improperly set factory adjustment parameter.


A-1
Design parameter.


A-2
Test or environmental test equipment.

B.2.10
“Operating Time” Category


O-1
Operating Time (Normal Wearout).

B.3
“OTHER” Category


X-1
Unknown Cause


Notate as “Unknown”, X-1, causes which are:



(a)
A combination of factors.



(b)
A situation wherein a single cause cannot be determined with confidence as being a major or predominant factor.


X-2
Not a problem.


X-3
Miscellaneous.


X-4
Spacecraft or Instrument idiosyncrasy

Table B-1.

CAUSE CODE TABLE

D-

D-1

D-2

D-3

D-4

D-5

D-6

D-7

C-

C-1

C-2

C-3

C-4

C-5

C-6

C-7

W-

W-1

W-2

W-3

W-4

W-5

P-

P-1

P-2

P-3

M-

M-1

M-2

M-3

M-4

M-5
DESIGN

Specification or Drawing

Packaging or Mounting

Producibility

Functional Application

Parts/Material Misapplication

Tolerance Call-Out

Wear-Out

SOFTWARE

Requirements

Design

Program Code

Program Data (Parameters)

Test Operator Error

Test Procedure

Documentation Error

WORKMANSHIP

Fabrication or Assembly

Repair

Retrofit

Inspection Station

Testing

PIECE PART FAILURE

Failure Mode Known

Failure Mode Unknown

ESD Induced Failure

MANUFACTURING

Tooling and Machines

Production Drawing

Production Process

Fabrication Flow/Planning

Production Specification
S-

S-1

S-2

S-3

S-4

S-5

H-

H-1

H-2

H-3

T-

T-1

T-2

T-3

A-

A-1

A-2

O-

O-1

X-

*X-1

X-2

*X-3

*X-4
SE/FAILURE

Bench Test Equipment

Environmental Test Equipment

Operational Support Equipment

Software

Commercial Equipment

DAMAGE (MISHANDLING)

In Plant

In Transit

In Storage

TEST ERROR

Operator Error

Equipment Failure

Procedure Fault

ADJUSTMENT 

Design Parameter

Test or Environmental Test Equipment

OPERATING TIME

Operating Time (Wear-out)

OTHER

Unknown Cause

Not a Problem

Miscellaneous

Spacecraft Idiosyncrasy

NOTE:
*Forward to System Engineer.

APPENDIX C

ABBREVIATIONS AND ACRONYMS

Facilities equipment.  Facilities equipment is defined to be any facility or facility equipment that is no under direct control or the project/task, but which is used in the processing, handling, and/or testing of flight-type hardware and/or software which is owned by the project/task.  Facility equipment includes (but is not necessarily limited to) manufacturing facilities, testing facilities (e.g., environmental test facilities), processing facilities (e.g., pre-launch processing facilities, such as propellant loading facilities, and shipping, handling and storage facilities.  Facility equipment is not owned by, or dedicated for sole use of, the given project task.  In general, the procedures associated with facility equipment, and the operators of facility equipment are not under the direct control of the project/task.

Flight-type hardware.  Flight-type hardware is defined to be hardware or firmware built to the flight design, or to a design considered to be sufficiently representative of the flight design for purposes of formal qualification testing.  The definition would include items of hardware/firmware assigned for flight, flight spares, or protoflight use.  It would also include prototypes or engineering model units (or equivalent) which are scheduled for use in formal design qualification testing.  For a Problem Log reporting system, the definition of flight-type hardware might be extended to include breadboard and/or brassboard units.

JPL Critical Items.  JPL Critical Items are those defined in JPL D-560B JPL Standard for System Safety, paragraph 1.8.3.  That definition includes critical hardware, software, test and/or handling equipment, which if damaged or lost would result in one or more of the following effects:


(1)
Jeopardize the success of the mission.


(2)
Cause of substantial cost increase or schedule impact.


(3)
Cause embarrassment to JPL.


(4)
Result in an impact of $100K or greater per item.

OEMA representative.  The OEMA representative  is the individual from the Office of Engineering and Mission Assurance assigned to the specific JPL Project/Task.  For a relatively large Project or Task, this individual would be the designated Mission Assurance Manager.  The OEMA representative is responsible for all mission assurance activities for the given project/task, including (but not necessarily limited to) safety, reliability assurance, quality assurance, and environmental requirements.

Support equipment.  Support equipment is defined to be any electrical or mechanical support or test equipment (including commercial test equipment), which is owned by, or dedicated for sole use on the given project task.  Included would be bench checkout equipment (which may also be used during environmental testing of the  flight-type hardware), system test complex equipment, some items of pre-launch processing equipment, and some items of launch complex equipment.  Excluded would be any facility equipment, defined above.

Part 2

JPL Incident/Surprise/Anomaly (ISA) Guidelines and Procedure

1.0
SCOPE

This document implements the JPL policy for Anomaly Resolution as required in the Project Leadership Process Policy (http://elias.jpl.nasa.gov:8080/cgi/doc-gw/DocID/21332/?KD=dmie) and applies to all JPL projects, tasks, and instruments for which JPL has operational responsibility. This incident/surprise/ anomaly (ISA) procedure includes reporting, tracking, evaluation, corrective action, and closure.  Implementation begins with operations training and continues throughout mission operations as shown in the overall Anomaly Reporting and Closure Flowchart (Figure 1).

2.0
ANOMALY REPORTING

An Incident/Surprise/Anomaly (ISA) shall be written on all incidents, real or suspected, which indicate an anomaly in hardware, software, sequencing, test/operations procedures, etc. 

Any individual who observes an incident has the responsibility to write an ISA report.  The individual in charge of the activity at the time the incident occurs has the responsibility for ensuring that an ISA report is initiated.  

The JPL Unified Problem Reporting System, or a partner/contractor equivalent, shall be used for documenting the incident.  The initiator provides the background information required by the form, including a brief description of the incident.  The initiator is not necessarily responsible for evaluation of the anomaly or for assigning the criticality rating code.

All incidents will be documented within one working day following the incident or observation.  The reports shall then be released and distributed as soon as practical, regardless of the incident’s apparent magnitude, any initial assessment of criticality, the existence of possible explanations, or the fact that the subject incident may be a reoccurrence of one reported earlier.  The initiator will notify the responsible parties, as identified by the project manager, of the occurrence. If an anomaly recurs at a later time, a separate ISA is to be prepared.

3.0
ISA ASSIGNMENT

Each project shall designate an individual/team responsible for assignment of ISAs.  Following the recording of an anomaly as an ISA, the ISA shall be examined by the mission assurance manager (MAM), configuration management (CM) lead, and/or other system-cognizant individual assigned by the JPL project manager for initial processing of ISAs.  This individual does not judge the merits of the anomaly report: the sole function of this person is to screen the ISA for completeness and assign the ISA to an individual or team for evaluation (“assignee”).  This assignment is arguably the key decision in the anomaly management process as the selected assignee (typically, a hardware or software cognizant engineer, subsystem manager, or project team) must be familiar with the item exhibiting the anomaly and with any related interfaces.

4.0
ISA INITIAL EVALUATION

Following assignment of the ISA to an individual (or a project team) for evaluation, the assignee assumes responsibility for analysis of the anomaly and for recommending its disposition.  The involvement of other technical functions, such as a failure analysis lab, does not relieve the assignee of this primary responsibility.

The assignee is responsible for verifying the ISA to confirm that the information on the form is accurate—that the anomaly occurred as described.  The initial determination of criticality shall be made within seven (7) calendar days of the assignment of the ISA to the assignee.  

The assignee conducts analyses as required to identify the probable root cause of the anomaly, assess its mission/system impact, propose an appropriate corrective action, and recommend the criticality for implementing corrective action.  These recommendations may be based on the assignee’s engineering judgment of the available data, or it may be necessary to conduct additional hardware, software, or system analyses (e.g., stress analysis, parts failure analysis, software diagnostics) to identify the cause and recommend a course of action to resolve the anomaly.  

4.1
Criticality Assessment Rating

The assignee categorizes the ISA according to the level of mission criticality.  This ranking assumes that the incident documented by the ISA occurred as described.  An ISA is assigned one of four levels of criticality based on whether the anomaly:

Crit 1. Precludes, or represents unacceptable risk to achieving defined project objectives, and corrective action is essential.

· Safety of personnel and/or hardware 

· Loss of capability to conduct essential test(s) caused by schedule delay or loss of functions

· Permanent loss of essential test or mission data

· Loss of capability to accomplish essential commands

· Loss of a major spacecraft or sensor function

Crit 2. Presents an acceptable risk to achieving defined project objectives, but an effective corrective action will be implemented, if feasible. 

· Repeat of (or delays in) scheduled tests

· Significant impact from delays in acquisition of test or mission data

· Significant impact from delays in the command process

· Loss of a minor spacecraft or sensor function

Crit 3. Presents no significant risk to achieving defined project objectives, but is planned to be corrected.

· No delay in the testing schedule

· Temporary loss of test data or mission data

· Negligible delay in launch or mission schedules

· Inconvenience resulting from delays in acquisition of test or mission data

· Negligible impact on the commanding process

· Negligible impact on the spacecraft or sensor functional capability

Crit 4. Presents no risk to achieving defined project objectives, and is not planned to be corrected.

4.2
Selection of Closure Approach

The criticality rating represents the assignee’s best assessment of the validity and implications of the anomaly report based on an understanding of the mission/system requirements and the reported incident.  In accordance with these findings, the anomaly assignee selects one of the following courses of action:

1. Immediate ISA Closure:  Should no further action be warranted, the anomaly assignee may close the ISA, completing the form and attaching data justifying the decision.

2. Streamlined Review & Closure Process:  The anomaly may continue to be processed as an ISA until corrective action is complete and the ISA is closed. 

3. Rigorous Review/Formal Closure Process:  The potential mission criticality of the anomaly may warrant preparation of a problem/failure report (PFR) or an automated anomaly report (AR) form, which are subjected to more extensive documentation, review, and approval than an ISA. All ISAs rated Criticality 1 shall be converted to PFRs or ARs.  As a project option, other ISAs may be converted to PFRs or ARs.

4. Open Item Subject to Formal Review:  Under some circumstances, a decision may be made to neither perform corrective action nor close the ISA.  The documentation is then carried as an open item until a formal technical review evaluates its status.

The assignee will identify on the ISA form the selected course of action and will document and reference in the ISA the rationale supporting the selection.

The assignee then notifies the appropriate personnel as to which of the four processing options has been selected.  Those notified should include the ISA initiator, MAM, CM, other project personnel as directed by the project manager, and other affected JPL projects.

5.0
ISA CORRECTIVE ACTION, IMPLEMENTATION, AND VERIFICATION

The assignee (individual or project team) develops, implements, and verifies the appropriate corrective action, which may involve testing, analysis, inspection, and/or demonstration.  As part of this procedure, the assignee will document and reference in the ISA all supporting information obtained from the initiator or other personnel.  An effective corrective action is one that addresses the problem, prevents its recurrence, and accounts for interactions with other elements of the assembly, subsystem, instrument, or system.  The assignee documents the corrective action.

6.0
ISA APPROVAL AND CLOSURE

The assignee:

1. Reviews the ISA and reassigns it if further work is required,

2. Enters or corrects the preliminary coded fields 

3. Adds the closure failure cause/corrective action rating

4. Signs and dates the ISA to approve its closure.

Following assignee approval, each report is distributed to designated project personnel for concurrence on the closure. 
6.1
Failure Cause/Corrective Action Rating

The Failure Cause/Corrective Action rating is an assessment of confidence that the actual cause of the anomaly has been identified and that the corrective action will prevent a recurrence. 

“1” Rating:   Investigation is considered to have accurately determined the cause and designed an effective corrective action that has been implemented and verified by test or other demonstration.  Because the effectiveness of the corrective action is certain, there is no residual mission risk.

“2” Rating:   The cause could not be completely determined or the anomaly could not be repeated in tests or checkouts, but an effective corrective action has been implemented and verified by test or other demonstration.  Because the effectiveness of the corrective action is certain, there is no residual mission risk.

“3” Rating:   Investigation is considered to have determined the cause, but effective corrective action has not been implemented and verified by test or other demonstration.  Because the absolute effectiveness of the corrective action is uncertain, there is residual mission risk.

“4” Rating:  The cause of the anomaly could not be completely determined, and no effective correction action has been implemented and verified by test or other demonstration.  Because the absolute effectiveness of the corrective action is uncertain, there is residual mission risk.

7.0
ISA REVIEW

At specified intervals, the mission assurance manager, initiator(s), and other individuals, as assigned by the project manager, will review all ISA activities for proper criticality rating, completeness and technical adequacy.

8.0
TOOLS

The following lists the JPL websites for accessing the reporting forms identified in this document.

· Incident/Surprise/Anomaly (ISA)

https://problemreporting/
· Problem/Failure Report (PFR)

https://problemreporting/
· Anomaly Report (AR)


http://cmsas.jpl.nasa.gov/aams/index.asp
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Figure 1. Anomaly Reporting and Closure Flowchart

Applicability:  This document applies to all JPL Projects and Tasks, including partners and contractors, and covers all problems and failures that occur during test, integration, and pre-launch operations.

Source:   Reliability Engineering
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