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Introduction

1.1 Purpose

This document is the Project Plan for the Ice, Clouds and Land Elevation Satellite (ICESat) mission. The purpose of this plan is to document the project’s mission implementation processes, practices and procedures.  The ICESat Project Office is located at the Greenbelt, MD, Facility of NASA’s Goddard Space Flight Center (NASA - GSFC). The project’s purpose is to provide a focal point for managing the implementation of the ICESat mission science requirements.

1.2 History

The ICESat mission began in 1988 as one of many science missions selected via a NASA Announcement of Opportunity to perform scientific research in the Mission To Planet Earth’s Earth Observing System (MTPE - EOS) Program.  The original mission, known as the Geoscience Laser Ranging System (GLRS), had laser ranging as its primary objective with a secondary objective of laser altimetry.  As a result of the MTPE - EOS programmatic restructure exercise (1991) and re-scope exercise (1992), the ranging component was discontinued, the altimetry component was enhanced and the science team was reduced.  The mission was renamed the Laser Altimetry Mission (LAM) and the science instrument was renamed the Geoscience Laser Altimeter System (GLAS) which is the instrument’s current name.  During a subsequent MTPE - EOS programmatic re-baseline exercise (1994), LAM (polar ice science) was relieved of sharing the same spacecraft with the Radar Altimetry Mission (physical ocean science) due to a conflict in orbit requirements.  An additional programmatic reshape exercise (1995) and a NASA – GSFC-directed mission study (1996) reduced cost and schedule resources and modified technical requirements while maintaining the science requirements.  As an outcome of the MTPE – EOS Biennial Review of April 1997, the mission name was changed from LAM to ICESat, and the launch readiness date was baselined as July 2001.

The ICESat name identifies the three science objectives of the mission.  The primary science objective is to determine the mass balance of the polar ice sheets and their contributions to global sea level change and to obtain essential data for prediction of future changes in ice volume and sea level.  The secondary science objectives are to measure cloud heights and the vertical structure of clouds and aerosols in the atmosphere and to map the topography of land surfaces to measure roughness, reflectivity, vegetation heights, snow-cover, and sea-ice surface characteristics.

In preparing to move the ICESat mission into the Implementation Phase, an independent ICESat Confirmation Review was conducted in April 1998 at the request of the MTPE Program Office.  The NASA – Langley Research Center (LaRC) review team concluded that the ICESat mission was ready to move into the Implementation Phase.  Before recommending ICESat Implementation Phase approval to NASA – HQ, the NASA – NASA – GSFC Director’s Office requested reconfirmation that the ICESat Project Office would be implemented using total mission responsibility, under a capped cost and using a quasi Principal Investigator (PI) mode development approach.  The ICESat Project provided the required information in November 1998 and received a reconfirmation letter, dated January 5, 1999.  The ICESat Project will receive formal recognition when the NASA – GSFC Flight Projects Directorate is reorganized.  The ICESat Project’s organizational address will change to Code 425.  The project will be placed under the auspices of the EOS – GSFC (EOS – G) Program Office (Code 420).

1.3 Compliance with and Tailoring of NPG-7120.5A

This project plan is written in accordance with the NPG-7120.5A, NASA Program and Project Management Processes.  The reader is assumed to be familiar with the ICESat project and is referred to the Reference Documents (Section 1.5) for more detailed information.

This plan also complies with ISO 9001 guidelines.  For documentation streamlining purposes, this plan includes discussion and plans for some activities that would have traditionally required a separate document (such as technology and commercialization plans).

With respect to tailoring the NPG-7120.5A guidelines, the project incorporates streamlined project organizational and management approaches (such as project staffing, documentation requirements, number and types of reviews, etc.).

1.4 Technical and Programmatic Summary

Five major mission elements make up the ICESat mission.  These include the science team, instrument, spacecraft, launch vehicle and mission operations.  The science team comprises NASA – GSFC, aerospace industry and university principal investigators.  The GLAS instrument is being developed in-house with assistance from industry.  The spacecraft is being developed at Ball Aerospace Systems Division (BASD) in Boulder, CO, using government-provided GPS receivers.  NASA – KSC is procuring the launch services.  The ICESat mission operations requirements are being implemented via the Earth Science Data and Information System (ESDIS) Project, Code 423, at NASA – GSFC and by a to-be-determined contracted flight operations and dynamics team.  Additional detail can be found in Section 10.1.

Importance of GLAS Science Measurements

A key category of scientific uncertainty identified by the Intergovernmental Panel on Climate Change (IPCC) is, “Polar ice sheets that affect predictions of global sea level change”. Early commencement is needed to establish a baseline on ice balance before greenhouse warming becomes more significant.   It is not known whether Greenland and Antarctic ice sheets are growing or shrinking.  ICESat will measure < 1 cm/year average ice thickness change.  It is not known whether future changes in mass balance associated with climate warming will be positive or negative.  ICESat will measure changes in mass balance expected for 1( K polar warming.   Measurement of elevation changes will provide early warning of possible instability of the west Antarctic ice sheet (e.g. changes in ice-stream flow, critical ice-shelf grounding lines, ice-shelf rises, inland ice draw-down).  GLAS lidar will directly measure cloud heights, for energy balance calculations, and obtain unique information on polar clouds, especially during the polar winter. 

Mission Overview

The spacecraft bus accommodates the GLAS instrument that has a not-to-exceed mass of 300kg and power of 330 W, each including 20% contingency.  Combined, the spacecraft and GLAS are referred to as the observatory.  The predicted total observatory launch mass is less than 970 kg, including fuel and an allocated mass contingency based on design maturity. This launch mass is well within the of the proposed launch vehicle capability.

The launch readiness date for the ICESat mission is July 2001.  The observatory will be launched into a near polar Low Earth Orbit (LEO) at an altitude of 600 km with an inclination of 94 degrees.  GLAS is the only instrument on the ICESat observatory.  GLAS, an integral part of the EOS program, is a laser altimeter designed to measure ice-sheet topography and associated temporal changes, as well as cloud/atmospheric properties and land surface topography. GLAS consists of a laser system to measure distance, a star tracker for precision attitude determination system and an optical receiver/detector system for collecting and registering reflected photons. The laser will transmit short pulses (4 nano-seconds) of infrared light (1064 nanometers wavelength) and visible-green light (532 nanometers).  Photons reflected back to the spacecraft from the surface of the Earth and from the atmosphere, including the interior of clouds, will be collected in a 1-meter diameter telescope.  Laser pulses at 40 times per second will illuminate a 70-meter diameter footprint, spaced at 175 meters (center-to-center) along the Earth’s surface.

1.5 Reference Documents

In an effort to streamline ICESat documentation, duplication of information is kept to a minimum.  Hence, only summary information is provided for topics that have been addressed in a detailed manner in other documents.  The following Reference Documents are used extensively to develop this plan.

1. EOS GLAS Science Requirements, Version 2.01, October 1997

2. ICESat Systems Review Agreement, July 29, 1997

3. ICESat System Safety and Mission Assurance Plan, July 29, 1997

4. EOS Program Commitment Agreement, (date: TBD)

5. EOS – G Program Plan, (date: TBD)

6. ICESat Mission Risk Management Plan, February 18, 1998

7. ICESat Confirmation Review Package, April 20, 1998

8. ICESat Mission System Requirements Document, April 23, 1998

9. GLAS Validation Plan, April 1998

10. ICESat Configuration Management Plan, May 4, 1998

11. GLAS Instrument Development and Management Plan, November 1, 1998

12. ICESat Reconfirmation Letter, January 5, 1999

13. EOS ICESat (LAM) Spacecraft Performance Specification, February 4, 1999

14. EOS ICESat (LAM) Mission Implementation Specification, February 4, 1999

15. ICESat Mission Operations Implementation Plan, (date: TBD)

16. ICESat GPS Interface Control Document, (date: TBD)

17. ICESat Launch Vehicle Interface Control Document, (date: TBD)

2 Objectives

2.1 Project Objectives

The project’s objective is to 1) successfully manage the schedule and cost of the development, integration and test of the ICESat flight and ground mission components and 2) manage the launch, on-orbit checkout and activation and mission operations through handover.

2.2 Performance Requirements

The first mission requirement is to provide an on-orbit level of technical performance that meets or exceeds the science measurement requirements and a mission life of three years within the approved cost, schedule and risk constraints.  This requirement will be measured through periodic assessment and reporting (e.g., NASA – NASA – GSFC Monthly Status Reviews) of actual cost, schedule, technical and risk management performances against planned performances during the mission implementation phase.  This requirement will also be measured with respect to quality of the received science data.  On-orbit expendables are sized to support a 5-year mission goal in the event that altimetry accuracy is maintained beyond three years.

Under total mission responsibility, the second requirement is to provide the ground system capability to collect, process, archive and distribute all ICESat science data and data products. This requirement will also be measured through periodic assessment and reporting of actual performances against planned performances during the mission implementation phase.

The third requirement is to communicate the purpose, benefits and findings of the ICESat mission to the public via effective outreach techniques.  One such technique is the ICESat Home Page (http://icesat.gsfc.nasa.gov) which allows public access to the ICESat implementation phase activities.

3 Customer Definition and Advocacy

The ICESat Project Office’s mission customer is the GLAS Science Principal Investigator Team (see section 5.1).  The ICESat Project Office’s programmatic customers are:

1. NASA Headquarters’ Earth Science Enterprise, Code Y

2. NASA – GSFC Program Management Council (GPMC)

3. EOS-G Program Office, Code 420

The process used to ensure customer advocacy begins with acquiring and prioritizing customer requirements.  The customers’ requirements are flowed down to the development specifications.  The process continues with periodic re-verification of the requirements and verification of their implementation during development of the flight and ground systems.  Verification takes place in the form of reviews, inspections and testing.  The process concludes with the pre and post launch validation of flight and ground systems.

4 Project Authority

The lead center with the primary responsibility for mission success is NASA – GSFC.  The NASA – GSFC ICESat Project Manager has the primary responsibility for implementing the ICESat mission.  Two other NASA Centers will also play a role in that success.  The NASA – Jet Propulsion Laboratory (JPL) will manufacture and provide the codeless Global Positioning Satellite (GPS) receivers for the mission.  The NASA – Kennedy Space Center (KSC) will procure the launch services for the mission.  Additional detail can be found in section 10.1.

The EOS-G Program Office is responsible to the GPMC and the NASA Headquarters’ Earth Science Enterprise for the oversight of the ICESat Project.

5 Management

5.1 Project Organization

The ICESat Project (Code 401.6) is organizationally located in the Flight Projects Directorate’s (Code 400) EOS – G Program Office.  The organization chart for the Flight Projects Directorate is available on the Directorate Home Page at http://fpd.gsfc.nasa.gov/projects.html.  The project’s purpose is to provide a focal point for managing the implementation of the ICESat mission science requirements.  The significant interfaces with other contributing organizations include procurement support from Code 200, flight assurance support from Code 300, discipline engineering support from Code 500, system engineering support from Code 700 and instrument management and Earth science support from Code 900.

The ICESat organization chart is reflected in Figure 5 – 1 below and was the most current at the time this project plan was signed. The current version of the ICESat Project Organization Chart is posted on the ICESat Home Page under Project Organization Chart. 
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Figure 5 – 1

5.2 Roles & Responsibilities

The roles and responsibilities for each major element of the ICESat organization chart, Figure 5 – 1, are defined below.  

Project Staff

The project staff is responsible for the technical, resources and business management of the ICESat mission implementation.  The organization chart (see section 5.1) identifies each position and corresponding area of responsibility.  Additionally, the lines of reporting and authority are depicted on the organization chart.  Formal Position Descriptions (PD) are on file in the project office.  Brief summaries of key positions are noted below:

The Project Manager (PM) is responsible for overall management of the ICESat project, including project planning, organization, implementation and reporting.

The Deputy Project Manager (DPM) is responsible for overall technical implementation management.
The Deputy Project Manager for Resources (DPMR) is responsible for overall resources and business management.

The Resources Analyst (RA) is responsible for the project’s resources and budget preparation, tracking, and reporting.

The Project Support Specialist (PSS) is responsible for launch campaign support, consolidation and coordination of data packages for major reviews, status report generation, office space and property management and other project support activities.

The System Engineers are responsible for ensuring overall technical performance.  They manage all mission requirements, interfaces and risks, in addition to performing trade studies and other system engineering functions.

The System Assurance Manager (SAM) is responsible for assuring the performance reliability of all flight components of the ICESat mission.

The Observatory Manager is responsible for managing the development of the ICESat spacecraft and its interfaces to other mission components, flight qualifying the observatory and integrating with the launch vehicle.  The Observatory Manager is the Contracting Officer’s Technical Representative (COTR) for the spacecraft delivery order procurement with BASD.

The Operations Manager is responsible for the definition and implementation of the mission operations concept and for the mission ground system implementation and validation.  This individual serves as the ICESat Project interface with the Earth Science Data and Information System (ESDIS) Project and oversees procurement activities for special ground system requirements.

The Observatory Integration and Test Engineer is responsible for planning and implementing the end-to-end integration and test activities, including final acceptance testing of the Observatory.

The External Interface Manager is responsible for managing the launch vehicle acquisition process, the launch site launch vehicle activities and the coordination of the launch site safety plan.

By agreements discussed elsewhere in this document and referenced in the Instrument Development and Management Plan (see section 1.5), Code 924, the Laser Remote Sensing Branch, is responsible for the system design, development and delivery of the GLAS instrument.  Code 924 provides an Instrument Scientist and an Instrument Manager to manage the technical, resources and business aspects of the GLAS instrument development.

The Project Scientist, the Science Team Leader, and the Science Team Members (see section 5.1, ICESat Project organization chart) are collectively responsible for conducting the ICESat science mission, including algorithm development, data analysis, instrument operations support, calibration/validation and science outreach.

5.3 Special Boards and Committees

5.3.1 Configuration Control Systems

The mission configuration will be controlled by the procedures in the ICESat Configuration Management (CM) Plan (ICES-401-PLAN-001) and will be compatible with the EOS – G configuration control system. This plan establishes a mission Configuration Control Board (CCB) and change control process.  The current version of any ICESat-controlled document will be the version posted to the ICESat Home Page under Project Implementation, Virtual CM.  Any hard copy printed from the home page will be considered to be “for reference only” and is not a controlled document.

The current version of any BASD-controlled document will be the version posted to the Ball ICESat FTP site: vpn@ball.com.  Any hard copy downloaded and printed from the web site will be marked “for reference only” and is not a controlled document.

Additionally, the ICESat Configuration Manager will provide a reference copy of all controlled documents to the EOS-G Library.  Contractually, BASD provides a copy of all deliverables from the contract data requirement list to the Rapid Spacecraft Acquisition Office (Code 401.5).

5.3.2 Materials Review Process

The ICESat Performance Assurance Materials Review Board (MRB) is addressed in Section 14.

5.3.3 Science Team Lead Peer Review Team

The NASA – GSFC Earth Sciences Directorate, Code 900, will conduct the ICESat Science Team peer reviews.

5.4 Management Support Systems

The project will implement and use a number of management tools for planning and controlling the implementation activities. The integrated schedule identifies the significant milestones for each mission component.  The schedule also depicts the relationships and dependencies among the various milestones and mission components.  The project holds weekly staff meetings with representatives of each mission component to receive and assess the status of individual mission components and project activities. The project’s configuration control system serves to manage and document requirement and system baselines and their changes.  The configuration control system also manages action item review and closure and manages documentation archive and distribution.  The science team conducts quarterly status and working meetings to assess mission science implementation progress. 

6 Technical Summary

6.1 Requirements

The project requirements are divided into the science, mission, flight system, ground system, operations, data processing and launch vehicle areas.

6.1.1 Science requirements

The ICESat science objective is to provide data that contributes to our knowledge and understanding of the earth’s cryosphere, atmosphere and land processes.

Cryosphere measurements (the primary objective of the ICESat mission) will determine the long-term changes in the volume and mass of the Greenland and Antarctic ice sheets with sufficient accuracy to assess the ice sheets’ impact on global sea level. Cryosphere measurements will determine the seasonal and inter-annual variability of the surface elevation in sufficient spatial and temporal detail to permit identification of long-term trends and to help explain those trends.  A secondary objective of cryosphere measurements is to provide precise elevation topography of these ice sheets and describe the nature of the surface characteristics (e.g., roughness), including sea ice.

Atmospheric measurements will determine the radiative forcing and vertical resolved heating rate by directly observing the vertical structure and magnitude of cloud and aerosol parameters.  These parameters are important for the radiative balance of the earth-atmosphere system, but which are ambiguous or impossible to obtain from existing or planned passive remote sensors.  A further goal is to directly measure the height of the atmospheric transition layers (inversions) which are important for dynamics and mixing, planetary boundary layer and lifting condensation level.

Land measurements will be used to conduct topographic surveys of the Earth’s land surface on a global basis in order to contribute to a global grid of ground control points for geo-referencing of topographic maps and digital elevation models.  The secondary objective of land measurements is to detect topographic change at the meter per year level or better in selected regions of limited spatial extent.

6.1.2 Mission Requirements

The mission requirement is to retrieve globally distributed altimeter and lidar data products regarding ice, land and cloud elevations with a great degree of accuracy and knowledge for a minimum of 3 years with fuel and power resources to support 5 years of operation on-orbit.

The mission orbit requirements is a 600 kilometers altitude circular orbit at a 94 degree inclination frozen orbit in a 183 day repeat cycle with a repeat track accuracy at the equator of less than 1 kilometer.  This orbit will provide co-incidence of measurements with the EOS AM and PM observatories and specific ground control points at various times during the mission life.

6.1.3 Flight System requirements

The Flight System is the ICESat observatory whose components are the GLAS instrument integrated onto the BASD spacecraft bus.

6.1.3.1 GLAS instrument requirements

The GLAS instrument requirements are divided to show their relationship to the three mission science objectives - cryosphere, atmosphere and land processes.

To investigate the cryosphere, the GLAS instrument will accomplish the following:

· Utilize a narrow beam laser altimeter with a pulse-repetition rate of 40 Hz operating in the near-infrared which produces a surface footprint that contains 86% of the arriving pulse energy within a diameter of 60 to 80 meters. The measured altitude will be characterized by zero-mean, Gaussian noise with a standard deviation of 100 mm or less.

· Obtain surface returns in the polar regions under both day and night conditions through thin clouds. Pulse signal returns from dense low altitude clouds or fog will be identified on a single pulse basis.

· Corrections for tropospheric delay, solid earth and ocean-loading deformation and any other significant corrections will be provided with the altimeter data.

· Measured orbit position and laser-pointing direction will be time-tagged in an international time system.

· Determine the presence of atmospheric cloud and aerosol scattering layers of optical thickness of 0.1 or greater for all surface-ranging signals over sampling intervals of no more than four contiguous pulses.

· The instrument position in orbit will be known at each laser pulse with an error better than 50 mm in the radial direction and 200 mm horizontally. The laser pointing direction will be known at each laser pulse with an error of 1.5 arc seconds or better. The laser spot location will be described in the International Earth Rotation Service (IERS) Terrestrial Reference Frame (ITRF).

· Return signal pulses will be digitized and time tagged and the transmitted pulse characteristics should be known with appropriate time tagging.  The time interval measurements between pulse transit and pulse receive time will exhibit no long-term drifts.  The equivalent drift will be less than 10 mm over five years.   The time tags of the transmit and receive pulses will have an accuracy of better than 10 microseconds in a time system that is traceable to international standards and will be measured with respect to a specified physical point within the instrument

To investigate the atmosphere, the GLAS instrument will accomplish the following: 

· Measure the background radiance signal at the lidar wavelengths to the precision and resolution given in Table 2 of the EOS GLAS Science Requirements document

· Measure the background infrared radiance at 11 micrometers at the location of the lidar footprint to a 1km resolution

· Measure the observed atmospheric scattering cross section to the sampling and cross section dependent accuracy as specified in Table 3.2 of the GLAS Science Requirements document over to full range of atmospheric scatters

· Retrieve the atmospheric signals over the full dynamic range without saturation and with sufficient linearity to meet accuracy requirements. This requirement gives need for two channels --- an analog channel for detection of strong cloud signals and a high accuracy photon counting channel. The background signal for each laser pulse will be measured to 2% accuracy for each atmospheric channel

· Resolution of vertical sampling of the atmospheric signal will be 75 meters. Signals will be obtained over a range of 5 to 40 km.

To investigate land processes, the GLAS instrument requirements are the following: 

· Profile all cloud and aerosol structure of the atmosphere from 15 km to 40 km altitude at the resolution and accuracy requirement in Table 2 of the GLAS science requirements document throughout all orbital conditions and times

· Operate the altimeter in a continuous data acquisition mode over the Earth’s landforms

· Measure land surface elevation to 10 meters or better vertical accuracy on a single laser pulse basis for footprint scale slopes of less than or equal to 30 degrees improving to 1 meter or better vertical accuracy for slopes of less than or equal to 3 degrees.

· Record the time history of individual, landform pulse echoes with sufficient amplitude dynamic range, temporal resolution and temporal duration to reveal the signature of the vegetation-removed land surface when the vegetation canopy closure within a single laser footprint is less than 90% or less

· Obtain an average density of 100 ground points per 100-km square area at the equator for each year

6.1.3.2   Spacecraft Bus Requirements

The ICESat Spacecraft bus requirements are found in the ICESat Spacecraft Performance Specification and the ICESat Mission Implementation Specification.

6.1.3.3   Launch Vehicle Interface

The spacecraft bus will be designed to meet the Delta II 7320-10 safety and interface requirements specified in the ICESat launch vehicle interface control document.  The ICESat mission is currently co-manifested with the University of New Hampshire’s (UNH) Cooperative Astrophysics and Technology Satellite (CATSAT) mission.  The dual-payload is scheduled for a July 2001 launch.

The spacecraft bus will accommodate the GPS requirements as defined in the GPS Interface Control Document.

6.1.4 Launch Vehicle Requirements

The launch vehicle will provide the performance necessary to inject the 970-kg observatory into a 600 km circular orbit with a 94 degree, - 0/+ 0.5 degree inclination (3 sigma). 

The launch vehicle will provide separation tip-off rates of less than 3 degrees per second in the pitch and yaw axes and less than 1 degree per second in the roll axis.  The launch vehicle will provide a spin-up of 6 degrees per second about the observatory +X-axis with the –X-axis pointed away from the sun prior to separation.

The launch vehicle separation system will be capable of providing a relative separation velocity between the launch vehicle and the observatory of at least one-meter per second.  The separation point will be targeted to keep direct sunlight from ( 60 degrees of the GLAS receiver telescope axis.

6.1.5 Ground System Requirements

The ground system provides mission planning, command management, commanding via a 2 kbps command uplink and the monitoring and maintenance of the health and safety of the observatory.  The ground system will capture science and engineering data four times a day using X-band at 40 Mbps and S-band at 16 and 256 kbps.  The disposition of Level 0 data and data products by the ground system is discussed in detail in Section 6.3.  The ground system will also perform precise orbit and attitude determination, provide data communications and support system level observatory testing during all mission phases.

6.2 Systems

6.2.1 GLAS Instrument

The Geoscience Laser Altimeter System (GLAS) is an integral part of the NASA Earth Science Enterprise (ESE). GLAS is a facility instrument designed to measure ice-sheet topography and associated temporal changes, as well as cloud and atmospheric properties. In addition, operation of GLAS over land and water will provide along-track topography.

The laser altimeter measures the time required for a 5-nanosecond laser pulse to complete the round trip from the instrument to the Earth’s surface and back to the instrument. This time interval can be converted into a distance by multiplying with the speed of light, and the one-way distance can be obtained as half the round trip distance.  Using the position of the instrument in space as determined from the GPS receiver, the star camera and the gyroscopes carried on the observatory, the laser direction in space will be determined.  From the GPS-determined position, the altimeter measurement and the laser pointing direction, the location on the surface of Earth illuminated by the laser pulse can be determined. The series of such laser spot, or footprint, locations provides a profile of the surface. Analysis of the sequence of laser spots over time enables the determination of temporal change in topography.

A diode-pumped Q-switched Neodymium-doped: Yttrium-Aluminum-Garnet (Nd: YAG) laser operating in the near infrared (1064 nanometers) is used for the measurement of surface topography.  Backscattered light in the green (532 nanometers) is used for measurement of aerosols and other atmospheric characteristics. The laser will transmit at 40 pulses per second to the surface. The spots produced on the Earth’s surface will have a 70-meter diameter footprint.  The spacing between spot centers will be 175 meters as a result of the orbital motion of the spacecraft. The return photons will be collected in a 1-meter diameter telescope.

6.2.2 Spacecraft Bus

The ICESat spacecraft bus is a modified version of the existing and qualified Ball Aerospace’s RS2000 bus and is designed to be an agile, stable, and a highly accurate Earth remote-sensing platform.  Certain modifications to the RS2000 core product have been adopted to fulfill ICESat mission requirements.  The ICESat observatory configuration is shown in Figure 6 – 1a (velocity vector and nadir views) and Figure 6 – 1b (anti-velocity vector and zenith views) below.

6.2.2.1 Structure and Mechanism Subsystem

The spacecraft structural configuration is a simple panel post aluminum honeycomb structure.  The primary structure is a simple construction of aluminum honeycomb panels arranged in a rectangular box.  The structural foundation is the -Z deck that uses aluminum honeycomb and a machined aluminum structural insert to carry loads through the deck into the launch vehicle adapter.  The box sides are four aluminum honeycomb shear panels, which are bolted to the deck and attached at their edges to four extruded aluminum corner posts.

Figure 6 – 1a
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Figure 6 – 1b
A three-point attachment system is used to mount the GLAS instrument to the instrument deck. GLAS instrument is centered on the spacecraft Y-axis, but significantly offset towards +X to accommodate the GLAS center of gravity. The spacecraft structure has incorporated a bridge structure to support the external mounting of the GLAS instrument. 

The spacecraft primary structure is designed to accommodate launch environments from a Delta II 7320-10 launch vehicle.  The zenith deck uses an adapter to a 37.15-inch diameter payload separation ring.

6.2.2.2 Propulsion Subsystem

The propulsion subsystem which is a mono-propellant hydrazine blowdown system corrects for launch vehicle injection errors and executes thruster firings for orbit adjustments and de-tumble maneuvers, as required. The propulsion subsystem contains 79 kg of hydrazine fuel and is capable of 172 meters per second velocity change.

The propulsion subsystem consists of one 55.9 cm diameter propellant tank with a positive expulsion diaphragm, two latching propellant isolation valves, four 4-Newton thrusters, a pressure transducer, a fill and drain valve, a fill and vent valve, filter and associated tubing. 

The subsystem is modular by design where the tank, thrusters, and ancillary hardware are contained in a unified propulsion module.  The propulsion module is mounted inside the spacecraft structure on the –Z face of the spacecraft.

6.2.2.3 Command and Data Handling Subsystem

The Command and Data Handling (C&DH) subsystem provides for the decoding and processing of real-time and stored commands, the collection and storage of engineering status information, the formatting of data into serial data streams and the transfer of data to the narrowband transmitter for transmission to the ground.

The C&DH subsystem consists of the spacecraft control computer, the control telemetry unit and the solid state recorder.  The spacecraft control computer provides command storage memory for stored commands, provides a Mil Std 1553B and RS-422 interfaces for commanding and data collection from the observatory subsystems, handles attitude control processing functions, and provides the Vehicle Time Code Word (VTCW) counter for precision spacecraft timing control.

The Mil Std 1553B bus is provided to send commands from the spacecraft control computer to the GLAS and to receive GLAS data for inclusion in the engineering telemetry stream.  The 1553B bus is also used for communications with the star trackers, inertial reference units and the solid state recorder.

Command timing is referenced to an onboard clock.  This clock which is a temperature-controlled crystal oscillator with a drift rate of less than a millisecond per day is used to control the VTCW.  Ground operators will calibrate this clock against the Universal Time Coordinate (UTC) by uploading slope and bias terms during the mission.

The C&DH subsystem supports the upload of new flight software to the spacecraft control computer on-orbit.  Because two copies of the flight software image are stored, the spacecraft can be operational while updated on-orbit software is loaded into the control computer.

The command and telemetry unit provides the bulk of the C&DH command and telemetry functions.  This internally redundant device is partitioned into the command decoder unit, digital telemetry unit and data storage unit.  The command decoder unit inputs and decodes real-time and stored commands and outputs high-level discrete commands or serial digital commands to other spacecraft subsystems.  The digital telemetry unit collects data from analog, digital, and thermistor telemetry points, and formats the information into a serial digital data stream for downlink to the ground.  The digital storage unit provides 256 Mbits of storage for health and status data during periods when the spacecraft can not communicate with the ground.

The C&DH subsystem provides GLAS interface circuitry to support multiplexing and Consultative Committee for Space Data Systems (CCSDS) formatting of multiple serial data streams to the solid state recorder.  These data streams contain the 600 kbps GLAS science data and the 70 kbps position-rate-attitude data.  The solid state recorder is an internally redundant unit with a total storage capacity of 32 Gbits.  The recorder provides a direct link to the X-band transmitter supporting the 40 Mbps downlink rate.

The support electronics package performs many ancillary tasks, such as thruster valve drivers, heater controllers and data routing, and incorporates an emergency mode controller to provide a safe mode in the event of a spacecraft control computer processor upset or other anomaly.  Emergency mode functional implementation has been configured for ICESat mission specific criteria.

6.2.2.4 Attitude Control Subsystem

The Attitude Control Subsystem (ACS) is a three-axis stabilized, zero momentum control system which provides observatory attitude determination and control.  Various spacecraft sensors measure the motion of the spacecraft in space and provide inputs to the flight software.  Sun sensors provide information on the direction of the sun. Magnetometers determine the orientation of the earth’s magnetic field while the star trackers and inertial reference units provide knowledge of the observatory’s orientation and rotation in inertial space. The attitude control subsystem also uses a GPS receiver data to correct the on-board propagator for maintaining attitude determination.

The attitude control subsystem adjusts the orbit attitude, rotation rate and total system momentum of the observatory using subsystem actuators. The reaction wheels are used to maintain correct attitude, with respect to nadir, during primary modes of operation.  The torque rods are used to maintain the angular momentum of the spacecraft near zero. This is accomplished by applying torque against the Earth’s magnetic field so that the build up of angular momentum is reduced in the reaction wheels. Thrusters are used for altitude and inclination adjustment maneuvers.

The attitude control software uses the output of the sensors to estimate the observatory attitude and position and then compares this information with the desired values in stored tables. The flight software control algorithms then calculate the required actuator torque commands.  This control loop operates continuously. 

In addition, the attitude control subsystem employs several control modes which are used to reduce mission risk and ground control workload by preventing mission loss in contingency situations and allowing for rapid recovery in the event of critical system faults.

6.2.2.5 Electrical Power and Distribution Subsystem

The Electrical Power and Distribution Subsystem (EPDS) is a direct energy transfer system where energy generated by the solar array is transferred directly to the observatory power bus with low line loss.  The power-conditioning unit is responsible for maintaining the unregulated bus voltage by autonomously switching the appropriate number of solar array strings on or off and for charging the battery during sunlit periods of the orbit. The energy storage device that provides power to the bus during eclipse periods and during peak load demands is a Nickel-Hydrogen battery. 

The solar array is a single axis drive system consisting of two solar array wings with a total array of 8.4 meters, hold down and release mechanisms, drive slip ring assembly and drive electronics.  The solar array uses dual-junction Gallium Arsenide (GaAs) solar cells for maximum output capability and incorporates blocking diodes to protect solar cells against reverse bias current caused by a partially shadowed array. 

The redundant power control unit distributes power to the observatory load busses, monitors and responds to bus over-current faults, provides for battery charge control using either voltage-temperature charger levels or constant current charger mode, and monitors and responds to battery power fault conditions.  

The energy storage device is a 40 Ampere-hour Nickel-Hydrogen battery incorporating 22 Eagle-Picher Common Pressure Vessel (CPV) cells including a spare cell.  The spare CPV cell can be switched in series with the battery cells in the event of a cell failure or degradation.   Cell bypass protection is also employed to protect against a battery loss due to an individual open cell failure.  Cells are instrumented with strain gauges to indicate battery state-of-charge.

6.2.2.6 Radio Frequency Communications Subsystem

The Radio Frequency (RF) communications subsystem provides uplink S-band command and downlink X-band data transmission capability.  The communications subsystem is composed of redundant Space Tracking and Date Network (STDN)-compatible transponders with zenith and nadir transmit/receive patch antennas. The high data rate telemetry downlink is implemented using redundant X-band transmitters and a patch antenna, as well as S-band for engineering data telemetry. 

6.2.2.7 Flight Software

The flight software provides for the control of spacecraft bus actuators to achieve the pointing requirements, the receipt of commands and parameters used for operational control from the ground, the upload of new software to enhance system functionality and the management of the command storage memory and command block memory.

The microprocessor that resides in the spacecraft control computer is a Harris RHC-3001 Central Processing Unit (CPU) with a RHS301 OA floating point unit

6.2.2.8 Thermal Control Subsystem

The thermal control subsystem maintains all observatory component temperatures within their allowed temperature range and uses both passive and active elements to control temperatures during all mission phases and modes of operations

6.2.3 Launch Vehicle System

The ICESat observatory is inserted into a near-circular orbit with an altitude of 600 km and an inclination of 94 degrees using a Delta II 7320-10 launch vehicle launched from Vandenberg Air Force Base (VAFB), California, Space Launch Complex 2 (SLC-2).  The Delta II 7320-10 is a two-stage liquid-propellant vehicle with three thrust-augmentation solid rocket motors, a 10-ft diameter bisectional composite fairing and a nominal overall length of 130 ft.

The ICESat observatory is co-manifested with the CATSAT mission.  CATSAT will be mounted beneath a Dual-Payload Attach Fitting (DPAF) with ICESat mounted on top.  ICESat will be delivered to its injection orbit first.  The second stage will re-ignite and deliver CATSAT to its orbit.

A Launch Vehicle Interface Control Document will specify the interface requirements to be fulfilled between the Delta II launch vehicle and the ICESat observatory. This document defines and controls all physical, functional and environmental interface requirements, mission definitions and performance requirements, and mission and ground operations integration requirements necessary to successfully integrate the ICESat observatory with the Delta II 7320-10 space launch vehicle system.

6.3 System Operations Concept and Ground System

6.3.1 Ground System Overview

The ground system is illustrated in Figure 6 – 2 below. 
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Figure 6 – 2

The GLAS instrument and spacecraft engineering data are recorded and stored onboard the observatory for transmission to the EOS Polar Ground Stations (EPGS) in Alaska and Norway.  ICESat transmits data to the EPGS via X-band and S-band links.  Wallops Flight Facility receives only S-band Real-time (RT) and Playback (PB) data for emergency communications.  The EPGS receives all data, including the X-band Science Data (SD).  Upon receipt by a ground station, the X-band SD and S-band PB data is sent to the EOS Data and Operations System (EDOS) where the Level 0 data products are produced and where the PB engineering data is transferred to the Mission Operations Center.  EDOS transfers the Level 0 (L0) data products directly to the ICESat Science Computing Facility (SCF) for Level 1 (L1) and Level 2 (L2) data processing by the Integrated Science Investigator Processing System (ISIPS).  The National Snow & Ice Data Center (NSIDC) Distributed Active Archive Center (DAAC) provides permanent archive of all L0, L1, and L2 data sets.  

The transmitted PB and RT engineering data is used for instrument and flight system monitoring at the control center and archived along with the mission and ancillary data.  Observatory commands are generated from the operations center, transmitted to the Polar Ground Stations and uplinked during scheduled passes.  WFF also supports commanding in emergency modes of operation.

Each major element of the ground system is described in more detail in  the sections that follow.

6.3.2 EOS Polar Ground Stations

The EPGS network provides full commanding capability and supports the observatory downlinks. The EPGS consists of the Alaska Ground station (AGS) located at the Poker Flat Research Range in Alaska, the Svalbard Ground Station (SGS) located on Spitzbergen Island in Norway, and the Wallops Flight Facility’s (WFF) Wallops Orbital Tracking Station (WOTS), located at Wallops Island, Virginia.  WOTS provides contingency support for S-band PB & RT data and for contingency commanding of the Observatory but will not be employed for routine operations.  WOTIS provides the scheduling of all the EGPS resources and coordinates this scheduling activity with the MOC.

Using the 11-meter Scientific Atlanta S-band antennas, the AGS, SGS and WOTS provide auto-tracking capability, Doppler Ranging, and tracking angle data to the Flight Dynamics System (FDS) to support orbit determination functions.

Real-time engineering data, wrapped in Channel Access Data Units is sent from the EDOS to the operations control center. Files of recorded playback engineering and science data are sent from the EDOS to the DAAC after each satellite pass for distribution to other users as needed.  Observatory commands wrapped in CCSDS-formatted Command Link Transmission Units are sent from the operations control center to the EPGS for direct uplinking to the observatory.

6.3.3 EOS Data Operations System

The EDOS is responsible for S-band PB data and X-band SD capturing and processing.  The EDOS generates the L0 Production Data Sets (PDS) and provides the permanent archive of the PDS at White Sands, New Mexico.  The EDOS provides the following services:

· S-band playback and X-band data capture

· Grade-of-Service 3 (GOS-3) processing for S-band playback

-
Virtual Channel Data Unit (VCDU) header error detection and correction via Reed-Solomon (R-S) decoding

-
Demultiplexing of VCDUs

-
Annotation of quality information to each VCDU

· Grade-of-Service 2 (GOS-2) processing for X-band data stream

-
Error detection and correction of each VCDU via R-S decoding

-
Demultiplexing of VCDUs and packets

-
Reassembly of packet telemetry stream as generated by instrument

· Delivery of S-band VCDUs as rate-buffered product to the Operations Control Center located in Boulder, CO 

· Generation and distribution of PDSs and EDSs from the X-band data stream to the ISIPS located in Wallops Island, VA, and the FDS located at NASA – GSFC (Greenbelt)

During normal operations, the EDOS generates and delivers L0 PDS to the ISIPS within 24 hours of receipt of all data at the EDOS LZPF.  The LZPF is located at NASA – GSFC (Greenbelt).  Each PDS nominally contains all of the data from a single packet Applications Identifier (APID) for each spacecraft contact.  A PDS is created for the data for each APID.  There are nominally four contacts per day scheduled for the ICESat mission.  The EDS are generated based on the presence of the expedited data flag within the appropriate packets.  Expedited data processing is limited to 2 % of the ICESat average data volume.  The delivery of S-band rate-buffered VCDUs to the Operations Control Center in Boulder, Colorado is initiated five minutes after receipt of all the S-band data at the EDOS LZPF.

In addition, the EDOS demultiplexes and processes the APID containing the GPS receiver’s raw data for distribution to the Flight Dynamics System (FDS) to support orbit determination functions.

6.3.4 EOS Backbone Network

The data communication between ground system elements is carried on the IP-based EOS Backbone Network (EBnet).  The EBnet transports real-time forward link commands, returned telemetry, GLAS science data and operational data flowing among the EPGS, the EDOS, the operations control center, the Flight Dynamics System, the DAAC and the observatory support facilities.

A standard Internet network link is used to transfer science data from the observatory ground network to the science team at the University of Texas at Austin and to the Distributed Active Archive Center.  A dedicated data line exists during pre-flight integration and testing to connect the operations control center with the observatory and associated test equipment located at BASD.

6.3.5 Distributed Active Archive Center

The NSIDC Distributed Active Archive Center (DAAC) is the final repository for Levels 0,1 and 2 data sets and acts as the science data archive from which users may request and receive data through standard Internet connections or on physical media such as 8 mm tape. Upon completion of the transfer of the data files from the ICESat SCF, the DAAC automatically e-mails a data availability message to the users who have subscribed to access the files. A user who has the files pushed to them by the DAAC will receive an e-mail with a file-delivered notice and transfer status. All users will provide a confirmation e-mail message back to the DAAC indicating transfer success, failure or file-not-needed status. Users may also order data products from a list of existing products available from the DAAC.  The DAAC will maintain the data for the life of the mission plus three years before the data is placed in long-term archival storage. The NSIDC DAAC is located in Boulder, CO.

6.3.6 Mission Operations Center

The observatory flight operations will be conducted from the Mission Operations Center (MOC).  The MOC also contains the Flight Operations Team (FOT).  The MOC will perform real time operations and off-line operations functions, including planning and scheduling, orbit and attitude analysis, housekeeping telemetry data processing, checking, archiving and analysis.

6.3.7 Flight Dynamics System

The Flight Dynamics System (FDS) is composed of two parts.  The Goddard FDS (GFDS) provides those flight dynamics services that are considered GSFC-provided institutional support for launch and early orbit checkout of the Observatory.  These services include providing course orbit determination support for the observatory launch and early orbit operations.  The GFDS will generate a pre-launch orbit solution for the observatory and will update that solution with observed data on observatory separation to provide the program tracks for the first several ground station contacts.  The GFDS will take tracking angle data from the ground stations and produce refined orbit tracks for the first two weeks of the mission.  The coarse orbit solutions will be transmitted to the FDS in the in Improved Inter-Range Vector (IIRV) format.  The role of the GFDS in the orbit determination process will terminate once the ability to generate accurate orbit solutions from the GPS receiver on the observatory has been demonstrated.  The remainder of the FDS services is to be contained in the MOC and provide the routine flight dynamics services required for mission operations.  The role of the FDS is to provide the operational orbit determination and maneuver planning for the life of the mission.  The FDS will ingest the GPS raw data (via EDS from EDOS) and generate orbit solutions to an accuracy of 5 meters along and across track and 1 meter radial.

6.3.8 Science Computing Facility

The ICESat Science Computing Facility (SCF) is developed and operated by the ICESat Science Team.  The SCF is composed of a central node located at NASA – GSFC and distributed nodes located at the home institution of each science team member.  The home institutions are the NASA - GSFC cryospheric, atmospheric and land surface Laboratories, the University of Texas, The Ohio State University, the University of Wisconsin, the Massachusetts Institute of Technology and the University of California San Diego.  This concept facilitates the distribution of data and permits the central development of common tools to process and analyze science data. 

The SCF contains the ISIPS which collects and processes L0 data to higher order L1 and L2 science data products. The SCF provides quality assurance for the science products.  The University of Texas facility will perform Precision Orbit and Attitude Determination (POD and PAD).   Science data products are archived in the NSIDC DAAC and distributed to the science community over standard Internet connections.

6.3.9 Instrument Support Facility

The Instrument Support Facility (ISF) is provided by the NASA – GSFC instrument development team and the ICESat Science Team.  The ISF monitors and validates instrument health, status and performance.  Science and engineering data will be sent to the ISF after each EPGS pass, which is schedule to occur once in every four orbits. Automatic processing will perform health and status checks and unexpected conditions are flagged.  Trend analysis is performed to detect long term changes to assess instrument performance.  The ISF contains the Instrument Operations Team (IOT).  The IOT is responsible for long term monitoring and analysis of the GLAS Instrument’s performance.  The IOT generates command requests sent from the Science Team (contained in the SCF) and forwards the command requests to the MOC where the FOT forwards the commands to the observatory.

6.3.10 Sustaining Engineering Facilities

The IGS includes two Sustaining Engineering Facilities (SEF) one each for GLAS SEF (GSEF) and Spacecraft SEF (SSEF).  The GLAS instrument developer provides the GSEF.  The GSEF provides long term maintenance of GLAS Flight Software (GFSW) and emergency support for GLAS operations, trending, and analysis.  Ball Aerospace, under the NASA – GSFC RSA contract, provides the SSEF which is located in Boulder, CO.  The SSEF provides for the long-term maintenance of Spacecraft FSW (SFSW), Observatory telemetry monitoring and trending, and emergency analysis support.

6.3.11 Test Operations Control Center

The Test Operations Control Center (TOCC) which controls and monitors the observatory during integration and testing has the capability to power the observatory and to transfer command and telemetry data to and from the observatory via hardwire and RF.   A special interface from the TOCC and the MOC allows the operations control center to monitor observatory telemetry and to send commands directly to the observatory.

A Flight Software Test Bench (FSTB) that is used for flight software development, testing and validation has the capability to provide a realistic simulation of critical observatory functions.  The FSTB is also used to provide SFSW sustaining engineering.  The MOC can receive telemetry from the software test bench and send commands to check out procedures without access to the observatory.  The TOCC also includes both an observatory and attitude control simulators for replicating certain observatory operations.  The TOCC is located at BASD in Boulder, Colorado.

6.4 Mission Phases

The major ICESat Mission Phases that will be supported are identified in Figure 6 – 3 below.
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Figure 6 – 3

A description of each mission phase follows:

· Development Phase – the development and fabrication phases of each key mission element (GLAS, BUS, IGS, and SCF/SIPS)

· Integration & Test Phase – the I&T of each of the major mission elements as stand-alone elements, followed by a series of integration and test between the various mission elements.  This phase culminates in a series of ICESat System End-to-End Checkout tests, including end-to-end data flow tests, simulations, and dress rehearsals.

· Launch Phase – these are all activities from packaging and shipment of the Observatory through launch and orbit insertion of the Observatory.

· Spacecraft Bus Checkout Phase – this is the time period from launch through acceptance of the spacecraft Observatory from Ball Aerospace by the government.  This phase includes the activation and checkout of the spacecraft’s subsystems.  This phase is expected to last ~ L + 30 days.

· Instrument Checkout phase – this phase coincides with the Spacecraft Bus Checkout Phase and includes activation and checkout of the GLAS instrument’s subsystems.  This phase begins ~ L + 5 days, immediately after key Spacecraft Bus subsystems have been activated.

· Transition to Operations Phase – this phase also coincides with the Spacecraft and Instrument Checkout Phases and culminates with transitioning flight operations control from the spacecraft contractor to the flight operations team ~ L + 30 days.

· Calibration & Validation Phase – this phase covers the time period from ~ L + 30 days to ~ L+ 120 days and includes the calibration and validation of the GLAS instrument’s subsystems and measurements.

· Nominal Science Phase – this is the operations phase of the ICESat mission beginning ~ L + 120 days.  Normal operations activities include orbit determination and maneuver planning/execution.  Contingency operations activities include operational responses to any anomalies that may occur.  Mission maintenance includes any modification to GLAS or BUS flight software and any systems maintenance that may occur on the ground.  In addition, mission maintenance includes a periodic return (expected ~ L + 3 years) to the Calibration & Validation Phase resulting from the expected transition to back-up GLAS lasers due to expected laser deterioration.

· Platform Disposal Phase – this phases begins when the Observatory’s expendable resources have been depleted  (L + 5 years).  Note that the ICESat space segment has been designed for 3 years of operations with a goal of 5 years.  Analysis indicates that the Observatory is expected to naturally reenter the earth’s atmosphere 25 years after EOL (~ L + 30 years).

6.5 System Constraints

The total mission responsibility will include the GLAS instrument, the ICESat spacecraft, Delta II launch vehicle and the science algorithm developments to support a launch readiness date of July 2001.  Additionally, total mission responsibility will include PI-led data processing and BASD-managed mission operations.

The observatory will be designed for a 3-year lifetime and to provide expendable resources for five years of operation.  The observatory is to be compatible with the medium-light class of launch vehicles.

6.6 Facilities

The facilities to be used for ICESat mission implementation and operation include the following:

· NASA - GSFC/Codes 500 and 900 test facilities and laboratories – GLAS instrument development, GPS performance verification test bed and GLAS science algorithm development & data product generation

· NASA - GSFC EOSDIS – provides the infrastructure used to capture raw ICESat science and engineering data and distribute that raw data to processing centers

· NASA - GSFC EOS ICESat Science Computing Facility (SCF) – GLAS science algorithm development and validation, science data processing and analysis, and data product generation and distribution

· University of Maryland at College Park – GLAS instrument laser research and development

· University of California at San Diego - GLAS science algorithm development and data product generation

· University of Texas at Austin - GLAS science algorithm development and data product generation

· University of Wisconsin at Madison - GLAS science algorithm development and data product generation

· Massachusetts Institute of Technology - GLAS science algorithm development and data product generation

· The Ohio State University - GLAS science algorithm development and data product generation

· EG&G at Wallops Island, VA - GLAS science algorithm development and data product generation

· BASD – spacecraft development, observatory integration and test, launch and on-orbit checkout and activation support, sustaining engineering, ground system support and possibly MOC support, FOT support and FDS support

· Spectrum Astro – ICESat GPS receiver development

· VAFB - launch site for the observatory

· EPGS at Poker Flat, Alaska and at Spitzbergen on Svalbard Island, Norway - provides primary ground stations for S-band command and telemetry and X-band data communications with the observatory

· Wallops Ground Station  at Wallops Island, Virginia - provides backup S-band command interfaces

· Wallops Orbital Tracking Information System at Wallops Island, Virginia - provides planning and scheduling of ground station resources

· EDOS - provides the processing and recording of S-band engineering data and X-band science data and the distribution of Level 0 data to the NSIDC DAAC and the ISIPS

· FDS - provides all orbit determination, attitude determination, and maneuver planning products for the observatory

· EBnet and NASA Integrated Support Network (NISN) - provides all communications networks that provide connectivity to all ground system elements

· National Snow and Ice Data Center (NSIDC) at the University of Colorado in Boulder – repository and distribution source for snow and ice data sets

· The NASA - GSFC DAAC - repository and distribution source for atmosphere and land data sets 

· NASA Deep Space Network (DSN) 26-meter Subnet - provides early orbit and contingency command and telemetry support only

· Air Force Satellite Control Network (AFSCN) - provides early orbit and contingency telemetry support only

· TOCC at BASD - controls and monitors the observatory during integration and testing

· International GPS Service for Geodynamics (IGS) - contains more than 100 permanently operating GPS receivers

· Compatibility Test Van (CTV) at NASA - GSFC - verifies end-to-end operation with the entire ground system

6.7 Logistics

ICESat mission pre-launch logistics consists of two parts.  The first part is when NASA - GSFC/Code 924 delivers the GLAS instrument to BASD for observatory I&T.  Code 924 is responsible for instrument checkout at BASD prior to integration with the spacecraft.  BASD is responsible for the receipt of the GLAS and integration of the GLAS with the spacecraft bus. NASA - GSFC Code 924 and BASD are jointly responsible for safety and material handling associated with the mission integration and testing of the GLAS instrument and the spacecraft bus.  Any handling of parts and other materials will be in accordance with the ISO-9001 guidelines set forth by NASA - GSFC GPG 4520.2.  BASD will provide for the handling, packaging, shipping and delivery of the observatory to the launch site.

The second part will be when BASD delivers the observatory to the launch site for launch vehicle I&T.  BASD will accomplish this in accordance with the EOS ICESat (LAM) Mission Implementation Specification. Code 924 and BASD jointly implement the safety and materials handling aspects associated with design, integration and testing of the GLAS instrument and the spacecraft.  Any handling of parts and other materials are in concert with the ISO-9001 guidelines set forth by the NASA - GSFC GPG # 4520.2.

With respect to post-launch logistics, BASD and Code 924, via pre-arranged agreements, will provide sustaining engineering support for the ICESat mission.  This support includes resolving on-orbit anomalies, performing trending analysis, and maintaining flight software.

6.8 Performance Verification and Validation

The validation of the GLAS standard data products relies on using ground track exact repeat cycles to assure frequent overflights of a number of small ground verification/validation sites.  By using a flat surface, the verification and validation concept will provide verification of laser-measured altitude and validation of precision orbit and attitude determination, laser pointing knowledge with respect to the spacecraft, tropospheric and solid Earth tide correction and other corrections.  A more detailed discussion of the validation of GLAS data products is in the GLAS Validation Plan (see section 1.5).

7 Schedules

7.1    ICESat Master Schedule
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7.2    Lower Level Schedules

The lower level schedules to be developed and maintained include the following:

· Spacecraft Bus Development Schedule managed by BASD

· GLAS Instrument Development Schedule managed by NASA - GSFC/Code 924

· Science Algorithm & SCF Development Schedule managed by the ICESat Project Scientist and the Science Team Leader

· ICESat Ground System Schedule managed by the ICESat Project Operations Manager

· EOSDIS Development Schedule managed by the ESDIS Project/Code 423

8 Resources

8.1 Funding Requirements

Funding requirements are based on the approved Program Operating Plan (POP) 98-1 (see Table 8 – 1).  Additional funding requirements due to the change from SELV-II class to the Delta-II launch vehicle are incorporated in the POP 99 - 1 budget submission.  Refer to the approved annual POP for current budget information.

Under the total mission responsibility mode, the project receives funding under three separate sources: ICESat Development, Science/Algorithms and EOSDIS.  The following, Table 8 – 1, is a summary of full life cycle funding requirements, as documented in the ICESat Project Re-Confirmation letter dated January 5, 1999.
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Table 8 – 1
8.2 Institutional Requirements

Work force requirements are based on the Fiscal Year (FY) 98 Work Force Planning Exercise.  This work force profile will be superseded by the annual Work Force Planning Exercise.
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The following, Table 8 – 2, is a summary of the ICESat Civil Service work force requirements by each providing organization.

Table 8 – 2

9 Controls

Configuration Management

All changes impacting EOS-G program objectives are reviewed and controlled in accordance with the EOS-G CM Plan, as described in the EOS-G Program Plan.

All technical performance, cost or schedule trade-offs not impacting the EOS-G Program Commitment Agreement are under the control of the ICESat Project Manager (PM), and will be handled in accordance with the ICESat Configuration Management Plan (ICES-401-PLAN-001).  

The ICESat PM will chair the Configuration Control Board (CCB), with representation on the CCB by all major project elements, including science, spacecraft, instrument and ground system.  The CCB is responsible for all changes affecting mission objectives, total program cost, scheduled launch date, mission component interfaces, and MOU requirements.

All proposed changes are designated as Class 1 or Class 2 changes.  A Class 1 change is a proposed change that impacts the form, fit, function, interfaces, weight/power/data rate allocations, technical risk, science performance, cost, or instrument schedule of a baseline configured item.  Class 1 changes must be submitted for CCB approval and require the signatures of the project manager, project scientist and science team leader.

A Class 2 change is limited to substitution of equivalent parts, clarification additions, or clerical errors.  Class 2 changes are approved by the Systems Assurance Manager and the Systems Engineering Lead, as appropriate, with copies submitted to the ICESat Project Configuration Management Officer (CMO) for verification of class and for status accounting input.

Refer to the ICESat CM Plan for further information on the ICESat CM process.

Requirements Validation

Validation of project requirements is performed through formal reviews described in the ICESat Systems Review Agreement, dated July 29, 1997, and periodic informal reviews within major elements of the project (i.e., science, instrument, spacecraft, ground system), including systems requirements reviews, peer reviews and science team meetings.

Validation that project requirements are in compliance with program requirements is performed through the independent review process, as described in the EOS-G Program Plan.

10 Implementation Approach

10.1 Approach

In the total mission responsibility mode, the ICESat Project has the primary responsibility for overseeing and managing the development, integration, launch and operational activation of the ICESat mission components (i.e., science, instrument, GPS receiver, spacecraft, launch vehicle and mission operations systems).  However, the development of the mission components is the direct responsibility of various organizations and companies.

· The mission science team, consisting of eight PIs from NASA - GSFC and academia, will manage the science mission under contract to the project.  The science team will develop the science algorithms and the SCF to process all science data after level zero.  The SCF will reside at NASA - GSFC.  The science team will also participate in mission operations and conduct data processing and data product generation.  The science data products will be archived at and distributed from the NASA - GSFC DAAC (atmospheric and land data) and from the National Snow & Ice Data Center (NSIDC) DAAC (cryospheric data) at the University of Colorado, Boulder, CO.

· The GLAS instrument is being developed at NASA - GSFC by the Earth Science Directorate’s Laser Remote Sensing Branch, Code 924, with support from industry.  Code 924 will manage the GLAS instrument development, conduct instrument system design, integration and test, support observatory I&T and support mission operations.  The team is responsible for managing GLAS development cost, schedule, procurements, technical performance and risk.  During mission integration and test, as well as pre and post-launch activities, the team will provide all necessary technical support.  The GLAS instrument development includes a cooperative working agreement with the University of Maryland (UM) for the conduct of laser development research.  The research will assist Code 924 during the development of the engineering and flight lasers at UM.  The GLAS instrument will be integrated with the spacecraft at BASD in Boulder, Colorado.

· The ICESat spacecraft was the second to be procured via a Delivery Order under the NASA - GSFC Rapid Spacecraft Development Office’s (RSDO) Rapid Spacecraft Acquisition (RSA) contract.  The spacecraft bus contract, which is managed by the ICESat Project, was awarded to BASD in February 1998.  BASD is responsible for the bus development to include system integration and test, mission integration and test and pre and post launch technical support.  The spacecraft bus is a derivative of the BASD RS2000 bus and provides a highly stable platform for the GLAS instrument.

· The launch services will be procured through the NASA - KSC based on the ICESat mission requirements.  The ICESat Observatory will be launched on a Boeing Delta-II 7320-10 with one or more additional payloads.

· The ESDIS Project, Code 423, will provide all communications, level 0 data processing, data distribution services, and data archiving support for the ICESat mission.  The ICESat Project will directly manage the implementation of the ICESat mission operations system with support from ESDIS.

· The NASA - JPL contracted with Spectrum Astro of Gilbert, Arizona, to develop and provide codeless GPS receivers.  Since the ICESat mission has similar GPS receiver requirements, the project has entered into an agreement with NASA - JPL to procure similar units for the ICESat mission. 

10.2 Work Breakdown Structure
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10.3 Descope Plans

Phase I

The first phase of the descope plan properly scopes the technical, cost and schedule elements of the mission at the beginning of the program and supports the mission implementation with the proper organization and management resources.  ICESat Project is ready to properly implement this mission because it has:

· Proper Phase A definition

· Flight hardware experience of all elements

· Cooperative Agreements with industry resulting in a fixed-price procurement of the spacecraft bus

· Realistic schedules which are based on previous performance

· Realistic “achievable” total program cost objectives

· Experienced technical, management, and PI Teams

Phase II
This phase of the descoping plan identifies the steps necessary to preclude a descope action.

· Step 1: Evaluate weekly and monthly technical, schedule and cost information to determine which items are beginning to show unwanted deviations from the required plan.

· Step 2: Immediately define and implement correcting mitigation steps that are commensurate with the first stages of the situation.

· Step 3: For items or issues which continue to deviate from the plan (or adjusted plan), escalate oversight, resources or management attention as necessary to ensure programmatic constraints are met.

· Step 4: Isolate problems to minimize their impact to the rest of the program’s development by creating suitable workarounds (e.g.; use a non-flight part or box, simulate missing data or function if possible, borrow or swap hardware with other missions, etc.).

Phase III

When schedule and cost reserves begin to look insufficient to accomplish the mission, timely program descopes, creative workarounds, and other funding options all need to be evaluated together to arrive at the proper NASA solution.  
11 Acquisition Summary

Science
· Procurement Type: Four Cost-Reimbursable, No Fee contracts

· Source: Massachusetts Institute of Technology, University of California – San Diego, University of Texas – Austin, University of Wisconsin - Madison

· Procuring Activity: NASA – GSFC

· Technical Monitoring: NASA – GSFC 

Science
· Procurement Type: Cost-Plus, Fixed-Fee contract

· Source: EG&G with subcontract to The Ohio State University

· Procuring Activity: NASA – GSFC 

· Technical Monitoring: NASA – GSFC 

Spacecraft

· Procurement Type: Fixed-Price Delivery Order under the RSDO RSA master contract

· Source: BASD

· Procuring Activity: NASA – GSFC

· Technical Monitoring: NASA – GSFC

Expendable Launch Vehicle
· Procurement Type: Fixed-Price Delivery Order

· Source: Boeing

· Procuring Activity: NASA – KSC 

· Technical Monitoring: NASA – KSC, NASA – GSFC insight

GPS Receivers
· Procurement Type: Option under NASA – JPL Cost-Plus, Fee contract

· Source: Spectrum Astro

· Procuring Activity: NASA – JPL 

· Technical Monitoring: NASA – JPL

GPS Parts
· Procurement Type: Fixed-Price, No Fee contract

· Source: Commercial & MIL STD Parts Industry

· Procuring Activity: NASA – GSFC 

· Technical Monitoring: NASA – GSFC 

ICESat Ground System
· Procurement Type: Fixed-Price Delivery Order under the RSDO RSA master contract

· Source: BASD

· Procuring Activity: NASA - GSFC

· Technical Monitoring: NASA - GSFC

12 Project Dependencies

As previously mentioned, the ICESat Project is dependent upon NASA – JPL to procure the GPS receivers, NASA – KSC to procure the launch vehicle and NASA – GSFC ESDIS Project to provide the ground system infrastructure.  NASA – Space Operations Management Office (SOMO) support is to be provided through the NASA – GSFC ESDIS Project.

13 Agreements

The agreements for the ICESat mission are identified in the list of reference documents in section 1.5 of this document.

14 Performance Assurance

General

The Systems Assurance Manager  (SAM) assigned to the ICESat project by Code 303 is the focal point for all performance assurance related activities and documentation. From early in the design phase, the SAM is responsible for documenting requirements and how they will be met during the life cycle of the project. The SAM, or his designee, will chair the Materials Review Board and the Failure Review Board.  The SAM will also be the point of contact for the NCR/CA system at NASA - GSFC for the project.

An ICESat Mission Assurance Requirements Document will define the mission specific requirements.  The GLAS Assurance Implementation Plan will detail the specific ways in which the mission-specific requirements are met throughout the design, fabrication and testing of the instrument. Other mission level documents will define how the instrument will be integrated and tested with the spacecraft.

All activities and documentation will be in compliance with the NASA - GSFC ANSI/ASQC Q9001 quality system.

Managers of assurance activities will have direct access to project and science managers with the functional freedom and authority to interact with other elements of the project.

Reliability

The ICESat SAM will assign a reliability engineer to the project. The Reliability Engineer will be responsible for all analyses, assessments, test data review and associated documentation as defined in the ICESat Mission Assurance Requirements Document and the GLAS Assurance Implementation Plan. These include, but are not limited to, a “critical items” list, worst case analyses, review of EEE parts and materials lists and the preparation of an FMEA (Failure Modes and Effects Analysis).  The Reliability Engineer will also provide technical support at meetings and reviews when necessary.

The ICESat goal is to provide a system that will meet mission requirements that include maintainability and reliability. Systems employ selective redundancy with the emphasis on simplicity of design and cost control. A heavy reliance on the test program will be key factors in balancing the reliability goals against the program cost and complexity constraints.

Quality Assurance

The Quality Assurance program for ICESat will be based on the NASA - GSFC ISO9001 Quality Manual and documented in the ICESat Mission Assurance Requirements Document, quality assurance section. Standard documented work practices will be monitored for compliance to both the document and the project requirements. Where a conflict exists, the project documentation will take precedence. All departures from either document will be recorded and entered into the NCR/CA system for disposition.

The Quality Assurance Engineer (QAE) assigned to the ICESat project by the SAM will monitor the design, fabrication and testing activities throughout the life of the project. The QAE will report on all activities to the SAM and the lead engineer assigned to the activity. Audits are to be preformed at periodic intervals to verify the quality system functions as designed. Records of these audits are to be captured per the project configuration control plan.

EEE Parts

An Electrical, Electronic, and Electromechanical (EEE) Parts Engineer will be appointed by the SAM to support the ICESat Project. Their function will be to evaluate the electronics design from printed wiring boards and components through procurement and testing of these EEE parts.

The EEE Parts Engineer will plan and implement an EEE Parts Control Program to assure that all parts selected for use in flight hardware meet mission objectives for quality and reliability.

Other project specific responsibilities are defined in the ICESat Mission Assurance Requirements Document.

Materials and Process Control

The ICESat project will utilize the GLAS Instrument Materials and Process Plan to monitor the success and safety of the mission by appropriate selection, processing, inspection and testing of materials and lubricants employed to meet the operational requirements of the ICESat mission. All materials procured and processes utilized beyond the scope of the instrument will be reviewed by the same team of experts.

For those systems purchased as complete units without further processing by the project, every effort will be made to assure the materials and processes meet the intent of the aforementioned GLAS plan. Where conflicts arise, project management will be apprised of the situation and the decision will be documented and controlled as a quality record.

Performance Verification

The ICESat project will have a performance verification plan in place and controlled by configuration management. The SAM will assure that the verification plan, the implementation and the results are documented and that the records provide accurate traceability from mission specification requirements to launch and on-orbit capability.

The verification program begins with functional testing of assemblies and continues through functional and environmental testing, supported by analyses, at the unit/component, subsystem/instrument, and spacecraft/payload levels of assembly. The program concludes with end-to-end testing of the entire operational system including the payload, the Payload Operation Control Center (POCC) and the appropriate network elements.

Contamination Allowance and Control

The ICESat project will plan and implement a contamination control program applicable to the mission specific requirements. Once the program establishes specific cleanliness requirements, the project will document these requirements in a Contamination Control Plan (CCP). This document will be under configuration control.

The CCP will establish the implementation plan and describe the methods that will be used to measure and maintain the levels of cleanliness required during each of the various phases of the hardware lifetime.  In general, all mission hardware will be compatible with the most contamination sensitive instrument and component.

Software Quality Assurance

The ICESat project will have a Software Quality Management System (SQMS) that is compliant with ANSI/ASQC Q9001. The SQMS will be applied to flight software and firmware, ground support equipment, key parameter and orbital checkout software, and any software developed under contract that is relative to flight mission operations.

15 Risk Management

A detailed project risk management plan has been developed.  The risk management process closely follows the guidelines of NPG 7120.5A.  The basic steps of the risk management process are as follows:

· Risk Identification

· Risk Estimation

· Risk Mitigation Strategy

· Risk Mitigation Validation

· Risk Disposition

· Risk Documentation, Reporting, Closure and Archive

A detailed risk management matrix has been compiled and is reviewed and updated monthly as part of the system engineer’s regular meetings.  In this sense, the project uses risk as a resource in determining which technical and programmatic areas require the most attention.  The ICESat Project’s Risk Management Plan will adhere to the guidelines established by the EOS – G Program Office.

16 Environmental Impact

An Environmental Assessment (EA) is being conducted by the NASA – GSFC Safety, Environmental and Security Office, Code 205.  In addition to boilerplate EA contents, the EA will also contain detailed environmental information unique to ICESat.  This information includes the results of an In-house Laser Safety Analysis, an United States Air Force (USAF) Laser Clearing-House Analysis, an Observatory Re-entry Analysis, and an Observatory Orbital Debris Analyses.  To date, the USAF has granted permission to fly the ICESat laser and preliminary in-house analysis shows that there are no significant public safety concerns.

17 Safety

The GLAS lasers pose the most significant concern for safety.  There are two broad areas concerning laser safety, during development and during flight.

The laser safety issue related to development and integration and test has been addressed by BASD in their CDRL # 6, Spacecraft and Observatory Integration and Test Plan, dated December 16, 1997.  Similar provisions and plans have been developed by Code 924 for the development of the GLAS instrument.

The laser flight safety during on-orbit operations is being addressed by the in-house Laser Safety Analysis (as discussed above in section 16) and is being conducted by Code 924.  A meeting of all safety related organizations along with laser safety technical experts was conducted to identify and agree upon the types of analysis that are required to address laser flight safety.  This meeting also identified key coordination with external entities that is required to satisfactorily coordinate the ICESat project’s laser operations intentions.  This safety analysis will comprise the following types of analyses:

1. Eye Safety Threshold – for the naked eye and aided eye

2. Sensor Damage Threshold – for a typical sensor operating below GLAS orbit

3. Optically Aided Sensor Damage Threshold - for amateur astronomers using CCDs

4. Human Tissue Thresholds - space and earth-based humans

5. Visibility Analysis – to address pilot startle concerns with Federal Aviation Administration
Preliminary in-house analysis shows there are no significant public safety concerns for any of these analysis areas.

18 Technology Assessment & Commercialization

All new technologies will be reported to Technology Commercialization Office (TCO), Code 750.  NASA - GSFC civil servants will use the Disclosure of Invention and New Technology (DINT) (NASA Form 1679.).  Contractors shall draft and submit a general letter identifying the contractor, contract number, purpose of contract, description of new technology, point of contact, and telephone number.  Typically, the decision to maintain ownership of the new technology resides with the contractor.  

New technology is likely to be found in the GLAS development (such as lasers, detectors, filters, switching devices, electronic packaging, algorithms, etc.).  However, new technology found in any mission element (Spacecraft, Science Processing, Ground System, and Launch Vehicle) such as GPS receiver implementation, reaction wheels, innovative processing software, etc. will be reported to Code 750.  Any new or unique product or process developed with project funds will be reported, independent of whether it is the result of civil servant or contractor efforts.

After receiving the new technology report, Code 750 will decide whether to initiate a market assessment from which market reports are generated.  The market reports indicate the potential industrial users, and what the ideal form, fit, function and cost should be to maximize commercialization.  Finally, Code 750 determines if patent protection should be pursued, industrial users of the technology should be contacted, and if a technical brief article should be submitted.

19 Reviews

All formal reviews are identified in the ICESat System Safety and Mission Assurance Plan (SSMAP) dated July 29, 1997 (see section 1.5).  The ICESat Systems Review Agreement memorandum, dated July 29, 1997, is incorporated in the SSMAP.  All mission-level peer reviews are considered informal but records of the meetings and reviewers comments will be treated as quality records and processed according to GPG 1440.7.
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Budget

		ICESat Reconfirmation Agreement ($M)

				FY98   & Pr		FY99		FY00		FY01		FY02		FY03		FY04		FY05-FY10		Total

		ICESat Development		36.6		59.5		53.2		25.4		1.6		0.0		0.0		0.0		176.3

		Spacecraft		5.7		18.7		8.3		10.0		0.0								42.7

		Instrument		23.8		20.3		16.0		0.9		0.0								61.0

		Launch Vehicle		0.0		11.0		13.4		9.4		0.0								33.8

		Project Support		4.1		0.5		0.5		0.4		0.5								6.0

		MPS		3.0		2.8		2.8		1.9		0.8								11.3

		Contingency		0.0		6.2		12.2		2.8		0.3								21.5

		Science/Algorithms		8.9		5.5		6.0		6.2		6.1		6.2		6.5		11.8		57.2

		EOSDIS*		0.0		4.4		6.5		7.4		5.1		5.1		4.9		11.0		44.4

		TOTAL Rqmts		45.5		69.4		65.7		39.0		12.8		11.3		11.4		22.8		277.9

		*EOSDIS estimate, including infrastructure and ICESat unique.





Manpower

		ICESat Civil Service Work Force Requirements (wkyrs)

				FY93-   FY98		FY99		FY00		FY01		FY02		FY03		FY04		FY05-FY10		Total

		ICESat Development		117.5		47.2		49.4		35.6		11.3		0.0		0.0		0.0		260.3

		Total GSFC		117.5		46.7		48.6		34.5		11.1		0.0		0.0		0.0		257.7

		Office of Director		0.7

		Mgmt Operations		2.9		1.0		1.0		0.8		0.5								6.2

		Flight Assurance		2.6		1.0		0.8		0.7		0.2								5.3

		Flight Projects		31.5		8.5		9.9		10.1		3.6								63.6

		Applied Engrg & Tech		23.5		32.1		32.7		18.5		2.9								109.7

		Sys, Tech & Adv Concepts		34.3		1.3		1.4		1.4		1.0								39.4

		Earth Sciences		22.0		2.8		2.8		3.0		2.9								33.5

		Total KSC (Launch Vehicle)				0.5		0.8		1.1		0.2								2.6

		Science/Algorithms		12.7		1.3		1.2		1.2		1.3		1.7		1.7		3.4		24.5

		Earth Sciences (GSFC)		12.7		1.3		1.2		1.2		1.3		1.7		1.7		3.4		24.5

		EOSDIS						(manpower not allocated by project)												0.0

		TOTAL Rqmts		130.2		48.5		50.6		36.8		12.6		1.7		1.7		3.4		284.8





Prior Manpower

		Prior Year Manpower

		Development (UPN 227-6)

				FY93		FY94		FY95		FY96		FY97		FY98		Total

		100								0.3		0.4				0.7

		200				0.4		0.4		0.7		0.5		0.9		2.9

		300		0.1		0.1		0.2				0.6		1.6		2.6

		400		3.3		6.7		6.2		5.4		2.7		7.2		31.5

		500		0.2		0.2		0.2		0.1		0.4		22.4		23.5

		700		2.2		2.9		3.8		5.2		13.7		6.5		34.3

		900		2.1		4.9		4.1		3.0		5.1		2.8		22.0

		Total		7.9		15.2		14.9		14.7		23.4		41.4		117.5

		Science (UPN 229-15-37, 229-71-37, 229-15-77)

		900				1.1		1.5		3.7		3.6		2.8		12.7






_1012979192.xls
Budget

		ICESat Funding Requirements ($M)

				FY98   & Pr		FY99		FY00		FY01		FY02		FY03		FY04		FY05-FY10		Total

		ICESat Development		36.6		59.5		53.2		25.4		1.6		0.0		0.0		0.0		176.3

		Spacecraft		5.7		18.7		8.3		10.0		0.0								42.7

		Instrument		23.8		20.3		16.0		0.9		0.0								61.0

		Launch Vehicle		0.0		11.0		13.4		9.4		0.0								33.8

		Project Support		4.1		0.5		0.5		0.4		0.5								6.0

		MPS		3.0		2.8		2.8		1.9		0.8								11.3

		Contingency		0.0		6.2		12.2		2.8		0.3								21.5

		Science/Algorithms		8.9		5.5		6.0		6.2		6.1		6.2		6.5		11.8		57.2

		EOSDIS*		0.0		4.4		6.5		7.4		5.1		5.1		4.9		11.0		44.4

		TOTAL Rqmts		45.5		69.4		65.7		39.0		12.8		11.3		11.4		22.8		277.9

		*EOSDIS estimate per Re-Confirmation Agreement.





Manpower

		ICESat Civil Service Work Force Requirements (wkyrs)

				FY93-   FY98		FY99		FY00		FY01		FY02		FY03		FY04		FY05-FY10		Total

		ICESat Development		117.5		47.2		49.4		35.6		11.3		0.0		0.0		0.0		260.3

		Total GSFC		117.5		46.7		48.6		34.5		11.1		0.0		0.0		0.0		257.7

		Office of Director		0.7

		Mgmt Operations		2.9		1.0		1.0		0.8		0.5								6.2

		Flight Assurance		2.6		1.0		0.8		0.7		0.2								5.3

		Flight Projects		31.5		8.5		9.9		10.1		3.6								63.6

		Applied Engrg & Tech		23.5		32.1		32.7		18.5		2.9								109.7

		Sys, Tech & Adv Concepts		34.3		1.3		1.4		1.4		1.0								39.4

		Earth Sciences		22.0		2.8		2.8		3.0		2.9								33.5

		Total KSC (Launch Vehicle)				0.5		0.8		1.1		0.2								2.6

		Science/Algorithms		12.7		1.3		1.2		1.2		1.3		1.7		1.7		3.4		24.5

		Earth Sciences (GSFC)		12.7		1.3		1.2		1.2		1.3		1.7		1.7		3.4		24.5

		EOSDIS						(manpower not allocated by project)												0.0

		TOTAL Rqmts		130.2		48.5		50.6		36.8		12.6		1.7		1.7		3.4		284.8





Prior Manpower

		Prior Year Manpower

		Development (UPN 227-6)

				FY93		FY94		FY95		FY96		FY97		FY98		Total

		100								0.3		0.4				0.7

		200				0.4		0.4		0.7		0.5		0.9		2.9

		300		0.1		0.1		0.2				0.6		1.6		2.6

		400		3.3		6.7		6.2		5.4		2.7		7.2		31.5

		500		0.2		0.2		0.2		0.1		0.4		22.4		23.5

		700		2.2		2.9		3.8		5.2		13.7		6.5		34.3

		900		2.1		4.9		4.1		3.0		5.1		2.8		22.0

		Total		7.9		15.2		14.9		14.7		23.4		41.4		117.5

		Science (UPN 229-15-37, 229-71-37, 229-15-77)

		900				1.1		1.5		3.7		3.6		2.8		12.7
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