Joe Fragola

VP & Principal Scientist, 

SAIC
"Human Reliability Lessons Learned"

In a recent study which was—which we did for NASA—related to the Mars Sample Return Mission, which is a futuristic Mars mission designed to send a robotic spacecraft to Mars and return a sample to Earth—our initial analysis indicated that 70% of the risk to that mission resulted from human error.  So, despite the fact that we knew that Mars Observer was caused by a human error problem, still, the way a future mission was planned indicated, at least by our analysis, that there was a 75% chance that, if there was a failure in the mission, it would be caused by a human action—particularly a misunderstood command action, or an incorrect command action.  What we did in that case was to take the procedural structure that was used—that was developed an employed in nuclear power plants as a result of the Three Mile Island incident...

…to the NASA problem of sending correct commands to spacecraft for robotic missions.  By applying a tiered structure review process to these commands, where, not a single operator, but a single operator with an independent reviewer, and a remote reviewer would—so there was a two-tiered level of review—we were able to reduce the—at least according to the models that we developed—reduced the probability of human error from a 75% contribution down to about a 20% contribution.  It’s still a significant contributor to the risk of these types of spacecraft missions, but it’s far less of a contributor than it would have been if we didn’t address it from the start.  So, one of the lessons, I think, that needs to be learned in the coming years, for future mission planners and program managers, is that we need to begin to understand the role of human operators and human maintainers in systems, to a far greater degree, and design systems and design procedures to deal with—with reusable spacecraft, such that the human element is taken into account and the probability of human error is reduced.

