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"The Importance of Human Reliability"

In the beginning of my work in the risk assessment many years ago, the principal focus of the field was in the component failure area.  The reliability of components was not very good, especially electronic components.  And the focus of the process management was to understand on how to reduce the number of defects in the component and to reduce the failure rates of components in service.  Over the past two decades, or three decades, of experience, that focus has improved dramatically the failure rates of individual components, especially in the electronics area, we’re talking components now that have failure rates less than one in a million per year, and in some cases, considerably less than that.  Because of that, the overall problem for the system manager has changed dramatically.  And although human reliability was a concern in the past, it wasn’t the driving concern when we had to deal with, primarily with failures of product.  Now, failure of individual devices, as opposed to failure—common cause failure of devices—where multiple devices would fail, due to environmental effect—is really a minor problem in a lot of systems.  In fact, in some systems, you might consider the probability of failure of individual devices as zero, because they’re so overwhelmed by other types of problems in the system.  The key problems are human reliability problems and software reliability problems and problems with common cause effects, where a single failure, and lose multiple components in a system.  So, because of that, and because of this drive towards automation in systems where operators no longer perform actions that would be control functions in a number of systems, and they’re put in more of a system monitoring function, they lose the ability to interact with their systems, and therefore, when an event occurs for them to take action, it’s sometimes a problem for them to respond, since they’ve lost the tactile feeling that they normally develop between themselves and their system.  It’s sort of like an analogy, if you would think about it in the old days when your broke down all the time, and you were fixing it all the time, you had a lot of—a lot more breakdowns—because of the hardware, but you knew how to deal with those breakdowns better because you were interacting with the system all the time.  Nowadays, with a car, when a breakdown occurs, very infrequently, but when it does break down, typically, it’s almost impossible, because of the design, for an individual to deal with the breakdown, and you’re almost forced to go to a specialist.  So the operator of a system nowadays is less able to deal with the events that do occur, even thought the events occur less frequently.  And that’s presented a problem to systems, too, because when an event does occur, they can be far more serious—in fact, catastrophic.

Human reliability is becoming more and more important in the design and operation and management of—and deployment—of systems, both in the design standpoint and an operational standpoint.

