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In getting back to the basics, and not forgetting the basics while you’re streamlining a project, we constantly strive to find the weak links, and we put together this chart here to illustrate what we’re talking about.  We have a chain holding forces and balance between mission success and Murphy’s Law, that basically states that, “Anything that can go wrong, will go wrong.”  And we categorized the major forces that threatened these links into the ones that are most likely to cause a mission failure to the least likely.  And we addressed the mitigators.

So the cause that most likely would result in a mission loss are items related to moving surfaces—things that move, rotate, deploy, separate, and so forth.  And the mitigator for moving surfaces is design marginal redundancy, peer reviews, and test.  

The second most likely cause of mission failures that we found was related to software and operations.  Software plays an increasing role in the execution of a project, both for on-board computers and also ground systems.  We put together a mitigator for software risks and operations risks is an integrated software and operations plan, or mission concept that considers both working together.  Peer reviews and test.

The third most likely cause for a mission failure is parts application, or the misunderstanding of a parts application—the part is potentially in a circuit with a voltage that’s too high, or current is too low, or switching transients may not have been considered.  So, a parts stress analysis to a guideline is important to mitigating that risk.  As well as peer review and test.

So, the fourth major cause that we found was an understanding of an environment.  And, again, maybe it may be a misunderstanding of an environment.  The environments are things like vibration, thermal, radiation, electromagnetic interference, and so forth.  so we put together a single common document that envelops all the environments that the spacecraft or its components sees during flight.  The mitigator is review and test again.  So, these first four are all related to design, and they can be caught in the design phase and as a backup during review and during the test phase.

The last two are more related to assembly.  And the fifth cause here is workmanship.  Some oversight, or problem with the workmanship or assembly.  The mitigation here are documented workmanship criteria and inspection criteria.  And, again, test.

And the last, and least likely to cause a mission failure is a random parts failure.  And these are parts that fail for an unknown reason, a late infant mortality, or some defect in the part that was not caught during the ground screening program.  So, the mitigators are here—the good part program, simplicity in the design and a robust design that can accommodate some graceful degradation, and then also redundancy, and again the test mitigator.

So, the questions we ask is [sic], “Where’s the weakest?” What will cause a link to break?” and “Will the system hold with a broken link?”  So we use these criteria and this scale to put approximate even level of resources across the scale.  For example, you wouldn’t want to have a high-grade part—S-level parts, let’s say—on the same program where there are no reviews or degraded, or reduced, test program.  You want to keep all of these approximately equal, and use that as a criteria for trading off what you do and what you do not do in risk management.

